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Abstract—In this paper, we study a power allocation technique
for Tomlinson-Harashima precoding (THP) in multi-user multi-
ple input single output (MISO) downlink systems. In contrast
to previous approaches, a mutual information based method
is exploited for maximizing the sum rate of zero-forcing THP
systems. Then, we propose a simple power allocation algorithm
which assigns proper power level for modulo operated users.
Simulation results show that the proposed scheme outperforms
a conventional water-filling method, and achieves near optimal
performance with much reduced complexity.

I. INTRODUCTION

A multi-user multiple input multiple output (MIMO) tech-
nique allows us to support several users in cellular communi-
cation systems [1]. A downlink transmission system is often
modeled as a MIMO broadcast channel (BC) where a base sta-
tion (BS) with multiple antennas transmits to geographically
separated users simultaneously. In the MIMO BC scenario,
how to handle multi-user interference (MUI) has been one of
major problems, and various precoding techniques have been
made in the literature [2]–[9].

Dirty paper coding (DPC) is known as the optimal solution
in the MIMO BC [2]. However, implementing the DPC is
quite challenging due to its complexity at both a transmitter
and a receiver [3]. In order to reduce the operational complex-
ity while perfectly eliminating the MUI at each receiver, zero-
forcing beamforming (ZF-BF) [3], zero-forcing dirty paper
coding (ZF-DPC) [4], and zero-forcing Tomlinson-Harashima
precoding (ZF-THP) [5] have been proposed. Especially,
the ZF-THP presubstracts residual interference utilizing the
concept of decision feedback at the transmitter, and can be
considered as a practical implementation method for the ZF-
DPC.

Proper power allocation introduces a considerable perfor-
mance improvement in the MIMO BC scenario. In [4], the
authors provided a power allocation solution for the ZF-DPC

where the single input single output (SISO) capacity formula
for each virtual parallel channel [10] can be used for the power
allocation. However, for THP based systems, there exists a
THP loss [6], which incurs a difficulty in finding the optimal
transmit power for each user.

Since the actual input distribution for THP schemes is
not Gaussian due to the modulo operation even if input
distribution before the modulo operation is Gaussian, we
cannot directly adopt the BC capacity formula [11] [12] for
optimization. Recently, the authors in [7] proposed a two-
step design process for minimizing the total transmit power
while satisfying every user’s minimum data rate and maximum
bit-error rate (BER) requirement. First, the BER and rate
requirements are converted to ”virtual rate” requirements,
which account for a gap-to-capacity introduced by practical
quadrature amplitude modulation (QAM) and the THP. Then,
input covariance matrices are determined so that the virtual
rates are provided at the minimum total transmit power.
However, this approach does not give a solution for the sum
rate performance maximization of the THP, since the gap-to-
capacity or the THP loss is a function of the transmit power
for each user.

In this paper, we propose a simple power allocation al-
gorithm for multi-user multiple input single output (MISO)
downlink systems employing the ZF-THP. Instead of the gap-
to-capacity based approach, we directly optimize the sum rate
of the ZF-THP by allocating proper power for each user. For a
non-Gaussian input distribution, the maximum achievable rate
can no longer be expressed by the capacity. Thus, we formu-
late the maximization problem based on mutual information of
an actual input distribution according to utilized constellations
and the THP. Unfortunately, the mutual information for THP
systems is generally a non-convex function with respect to
the power allocation. Thus, we limit the minimum power
level for each modulo operated user to make the problem
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Fig. 1. System description of the ZF-THP system

tractable. Simulation results show that the sum rate provided
by the proposed power allocation scheme outperforms the
conventional ZF-DPC based power allocation scheme in [4].
Also, we confirm that the proposed scheme achieves near
optimal performance with much reduced complexity.

The following notations are used throughout the paper. We
employ uppercase boldface letters for matrices and lowercase
boldface for vectors. For any general matrix A, AT and
AH denote transpose and Hermitian, respectively. For any
complex scalar variable a, <(a) and =(a) represent the real
and imaginary part of a, respectively.

The rest of the paper is organized as follows: In Section
II, we briefly introduce the conventional THP systems. Then
we formulate the optimization problem of interest in Section
III, and its performance is presented in Section IV. Section V
concludes the paper.

II. SYSTEM MODEL

In this section, we first review the SISO THP system.
The main idea of the THP system is presubtracting known
interference at the transmitter using the concept of decision
feedback. Since the presubtracted signal may have very large
signal power, a modulo operation is employed. Letting x and
s be the transmit and the interference signal, respectively, the
received signal y in the THP system with size L modulo
operation is obtained by

y = x + s + z

= (u− s)mod(L) + s + z

where z denotes the complex additive white Gaussian noise
(AWGN) with variance σ2

z , u is the user data chosen from the
M -ary constellation χM , and (a)mod(L) indicates the modulo
operation whose output lies within the interval of [−L,L) for
each dimension (real and imaginary). Here we have

(a)mod(L) = a + 2L

(⌊
1−<(a)/L

2

⌋
+ j

⌊
1−=(a)/L

2

⌋)

where bbc represents the maximum integer value which does
not exceed a real variable b. The choice of L can be deter-
mined to maintain the minimum distance of the system.

After applying the modulo operation again at the receiver,
the final observation û can be expressed by

û = (y)mod(L) =
(
(u− s)mod(L) + s + z

)
mod(L)

= u + z + 2L(α + βj) (1)

where α and β are integers determined by u, s, and z so that
the range of û lies within [−L,L) for each dimension.

Now we review the ZF-THP system which applies THP
using a ZF beamformer in MISO systems. A structure of ZF-
THP system [5] is shown in Fig. 1 for the MISO BC channel.
Let us consider a BS equipped with Nt antennas which tries to
transmit independent information simultaneously to K users
with a single antenna. Note that the performance of ZF-THP
depends on the user ordering [5]. Without loss of generality
we assume that the encoding order is set from the 1-st user
to the K-th user stream. Then for flat fading channels, the
received signal at the i-th user (i = 1, . . . , K) can be written
as

yi = hH
i x + zi

=
√

PihH
i biwi + hH

i

∑

i 6=j

√
Pjbjwj + zi

where hi ∈ CNt×1 is the complex channel response vector
between the transmitter and the i-th user, x ∈ CNt×1

represents the transmit signal vector with E[xHx] = P ,
Pi = εxi designates the transmit signal power for the i-th user
satisfying the total transmit power constraint

∑K
i=1 Pi = P ,

zi indicates the AWGN at the i-th user, wi is defined by
wi =

(
ui −

∑i−1
j=1 gi,jwj

)
mod(Li)

with gi,j being the (i, j)-th

element of the interference cancelation matrix G ∈ CK×K ,
ui denotes the i-th user signal drawn from the size Mi

constellation point χMi with unit variance, Li equals the i-th
user’s modulo size, and bi ∈ CNt×1 stands for the transmit
precoder for the i-th user. Note that since the output signal
uniformly spreads over [−Li, Li) in each dimension [6], the
variance of wi becomes σ2

w,i = 2L2
i /3 for i 6= 1 and σ2

w,1 = 1.
For the ZF-THP system, the transmit precoding matrix

B ∈ CNt×K can be obtained by QR decomposition of the



stacked channel matrix H , [h1h2 . . .hK ]T = RHQH

where Q ∈ CNt×Nt and R ∈ CNt×K are a unitary and an
upper triangular matrix, respectively. Then, we have

B =
[√

P1b1

√
P2b2 . . .

√
PKbK

]
(2)

where bi = qi/σw,i with qi being the i-th column vector of
Q.

For the first user, the received signal after eliminating the
channel gain

√
P1hH

1 b1 at the receiver is now written as

û1 = u1 +
z1√

P1hH
1 b1

. (3)

Also for the i-th receiver (i 6= 1), after removing the
channel gain

√
PihH

i bi and applying the modulo operation,
the received signal becomes

ûi =


wi +

i−1∑

j=1

√
PjhH

i bj√
PihH

i bi

wj +
zi√

PihH
i bi




mod(Li)

=


ui −

i−1∑

j=1

gi,jwj +
i−1∑

j=1

√
PjhH

i bj√
PihH

i bi

wj +
zi√

PihH
i bi




mod(Li)

.

(4)

Here, we set gi,j to be
√

PjhH
i bj/

√
PihH

i bi for i > j, and
0 for i ≤ j to completely eliminate other users’ interference.
Note that we do not need the modulo operator at the first user.

III. MUTUAL INFORMATION BASED OPTIMIZATION

In this section, we propose a mutual information based
simple power allocation algorithm to optimize the sum rate
performance of ZF-THP. It was recognized in [6] that THP
systems suffer from the following loss with respect to capacity.

• Shaping loss: When the power of the interference signal
s is large, x is uniformly distributed over [−L,L) in
each dimension. Since the capacity is achieved with the
Gaussian distributed input, this introduces a shaping loss.

• Power loss: The transmitted signal x in the THP can have
higher power than the intended signal u. For example,
with the input signal of unit power, the transmitted signal
power εx equals 2L2/3.

• Modulo loss: After the modulo operation at the receiver,
the noise is no longer AWGN and the number of nearest
neighbors increases.

As a consequence of these THP loss, the gap between
capacity and mutual information becomes large. To better
reflect supportable rates, we introduce mutual information
based optimization.

First of all, we need to calculate the mutual information
between u and û in equation (1). Since the real and imaginary
parts are orthogonal, the mutual information for the size M

−20 −15 −10 −5 0 5 10 15 20 25 30
0

1

2

3

4

5

6

7

ε
x
/σ

z
2 [dB]

bp
s/

H
z

 

 
Capacity
MI
MI

THP

MI
THP

QPSK

16QAM

64QAM

Capacity

MI

Fig. 2. Mutual information as a function of εx/σ2
z

constellation can be obtained by

MITHP,M = I(u; û) = 2 (H(<(û))−H(<(û)|<(u)))

=
2
M

M∑
m=1

∫ ∞

−∞
pm log2

(
pm

1
M

∑M
k=1 pk

)
d<(û)

where pm represents p (<(û)|<(u) = <(am)) and am is the
m-th element of χM .

Also, for an arbitrary s and the additive Gaussian noise z

with variance σ2
z/2 per dimension, pm can be expressed as

pm =
1√
πσ2

z

∞∑

l=−∞
exp

(
−|<(û)−<(am) + 2lL|2

σ2
z

)

for −L ≤ <(û) < L and 0 for elsewhere. Fig. 2 illustrates
the MITHP,M values for M -QAM at E[|x|2]/E[|z|2] = εx/σ2

z

in comparison to the mutual information without the modulo
operation denoted by MIM .

Let us define MITHP and MI as the mutual information with
the maximum constellation level Mmax with and without the
modulo operation, respectively. Then, from (2)-(4), the mutual
information based optimization problem for ZF-THP systems
can be formulated as

max
P1...PK

MI(γ1P1) +
∑K

i=2 MITHP(γiPi) (5)

s.t.
∑K

i=1 Pi ≤ P

where γi = |hH
i bi|2/σ2

z .
To solve the problem (5), we apply the Lagrange multiplier

as

J = MI(γ1P1) +
K∑

i=2

MITHP (γiPi) + λ

(
K∑

i=1

Pi − P

)
.
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Setting the gradient of J with respect to Pi equal to zero, we
have

∂J

∂P1
= γ1

∂MI(γ1P1)
∂P1

+ λ = 0 for i = 1

and
∂J

∂Pi
= γi

∂MITHP (γiPi)
∂Pi

+ λ = 0 for i 6= 1.

Define f(P ) , ∂MI(P )
∂P , fTHP(P ) , ∂MITHP(P )

∂P , and its
inverse as f−1 and f−1

THP, respectively. Then, the solution is
easily computed for i = 1 as

P ∗1 =





1
γ1

f−1
(
− λ

γ1

)
for − λ

γ1
≤ max(f(P ))

0 else
(6)

and for i 6= 1 as

P ∗i =





1
γi

f−1
THP

(
− λ

γi

)
for − λ

γi
≤ max(fTHP(P ))

0 else.
(7)

Here, each solution must satisfy the total power constraint,
(

K∑

k=1

Pk(λ)

)
− P = 0 (8)

where Pk(λ) represents P ∗k for the corresponding λ. Since
MITHP is not convex with repect to P as shown in Fig. 2, a
solution of equation (5) may not be globally optimal.

In equations (6) and (7), f(P ) and fTHP(P ) should be found
numerically from MI and MITHP, respectively, as illustrated
in Fig. 3, because there is no closed form solution for the
mutual information and its derivative. Thus, we need to use,
for example, a look-up table to obtain the final solution. Also,
fTHP is not a monotonic function, and thus f−1

THP does not
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Fig. 5. Sum rate performance of four transmit antenna systems

have a unique solution. To overcome this issue, we ignore the
low power region below the peak for f−1

THP by limiting the
minimum power level for modulo operated users. Then, f−1

THP
becomes a monotonically decreasing function, and a simple
bisection method can be applied to find a solution in (8). We
will show in the following section that our approach does not
degrade the performance while almost the same complexity is
maintained as the conventional water-filling algorithm.

IV. SIMULATION RESULTS

In this section, we demonstrate the efficiency of our
algorithm using Monte-Carlo simulations compared to the
conventional water-filling optimization method in [4]. The
sum rate of ZF-THP systems is calculated with Mmax = 64.
We include the performance of an exhaustive search method
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that serves as a benchmark to validate our algorithm. Here the
exhaustive search method refers collecting best performance
among all possible power level combinations with 0.1dB step.
Also, we include ZF-DPC results, which are upper bounds for
the ZF-THP system.

To determine the encoding order of the ZF-THP system, we
evaluate all possible K! combinations to identify the best one.
For all simulations, we assume that the transmitter supports at
most Nt users. Since power allocation algorithms may provide
zero power to some users, the number of effective number of
users can be less than Nt.

Figures 4, 5, and 6 show simulation results for the case of
Nt = 2, 4, and 8, respectively. Note that we do not include
an exhaustive search method for Nt = 8 case due to its
extremely high complexity. From these plots, we confirm that
the proposed scheme outperforms the ZF-THP system with
the conventional water-filling optimization method. Also, we
can see that the MI based optimization exhibits performance
identical to the exhaustive scheme, which shows that limiting
the minimum power level for modulo operated users does not
have any impact on the performance. One interesting point
here is that our scheme shows high performance gains over the
conventional water-filling optimization for the moderate SNR
range, which is important especially for cellular networks
where other cell interference exists [13]. For Nt =4 and 8,
5∼30 % and 7∼50 % gains at 0∼10dB can be obtained,
respectively, while the performance gap is reduced as SNR
grows. This is due to the fact that the performance difference
is large when a low constellation level is selected, since a
THP loss is larger for lower constellation levels.

V. CONCLUSION

In this paper, we have proposed a simple power allocation
method for ZF-THP systems over MISO broadcast channels.
We have first formulated the optimization problem based on
the mutual information. Then we have limited the minimum
power level for modulo operated users to simplify the al-
gorithm. Simulation results show that the proposed scheme
outperforms the ZF-THP system with the conventional water-
filling optimization method, and also achieves near optimal
performance with much reduced complexity.
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