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Abstract— Efficient transmission methods for fading radio
channels often require an iterative decoder. This is for exam-
ple the case for systems using turbo codes. Receiver decoder
iterations could potentially lead to a latency problem which
impacts the performance of the medium access control protocol.
In this paper, we present modifications based on the carrier sense
multiple access with collision avoidance (CSMA/CA) medium
access control (MAC) protocol to accommodate the increased
latency in the iterative processing. One area of applications
is wireless local area networks (WLANs) with high data rate.
The simulation results performed in the IEEE 802.11a WLAN
environment by replacing the 802.11a’s convolutional coding with
turbo coding demonstrate that the proposed algorithm provides
a throughput gain over the conventional method.

Index Terms— Medium access control, CSMA/CA, WLAN,
iterative decoding.

I. INTRODUCTION

S IGNAL design for overcoming the impairment of fading
in radio channels is currently an active area of research.

One potential application area of this research is upgrades
of wireless local area networks (WLANs) based on the IEEE
802.11 standards [1]. One way of radio link improvement is to
use turbo codes with iterative decoding [2], [3]. Another way
of improving the radio link is to use space-time coding systems
with multiple transmit and receive antennas, also employing
iterative decoding [4], [5], [6].

To obtain high data rates, the modem constellation is typi-
cally of multi-level M -QAM type [7]. It has been shown that
for most systems of this type, an efficient decoder utilizes the
turbo principle and performs iterative decoding (ID) [2], [8].
The iterative decoding procedure leads to a potential latency
problem that could impact the performance of the medium
access control (MAC) protocol.

Fig. 1 shows an example of a receiver structure which
contains an iterative decoder. In this example, a serially
concatenated coded system [3], [9] is shown where both the
inner decoder and the outer decoder are operating iteratively.
We emphasize that this is only an example of iterative
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Fig. 1. Iterative decoding structure for serially concatenated system.

decoding. The iterative decoding takes place by means of
two maximum a posteriori (MAP) decoders using the turbo
principle. After the inner decoder computes the reliability
values for the received packet, those values are passed on to
the outer decoder. Then, the iterations continue until the preset
number of iterations has been reached. Since the final output
packet is not ready until the last iteration, the total latency is
proportional to the packet size and the iteration number.

The default MAC protocol for the IEEE 802.11 standard [1]
for WLANs is called distributed coordination function (DCF),
which is a carrier sense multiple access with collision avoid-
ance (CSMA/CA) scheme [10]. In this paper, we review this
protocol and propose modifications for allowing the decoder
to perform iterations. These iterations typically improve the
frame error probability considerably [2], [3], [9], compared to
one-pass decoders of Viterbi algorithm type.

The rest of the paper is organized as follows: In Section II
of this paper, we present a modification to the Medium Access
Control (MAC) operation which incorporates the increased
latency in the iterative processing. In Section III, performance
evaluation is carried out to validate the proposed algorithm.
The paper concludes with discussion in Section IV.

II. MAC LAYER OPERATIONS WITH

ITERATIVE DECODING SCHEME

The MAC layer specified by the 802.11 standard [1] is
based on CSMA/CA. Since it is not possible to detect a
collision in the wireless medium, the collision avoidance
scheme is employed instead of the collision detection method
[10]. This MAC mechanism is characterized by the immediate
transmission of a positive acknowledgement (ACK) by the
destination station, upon successful reception of a packet
transmitted by the source station. If the source station does not
receive a proper ACK frame within a certain time period called
“ACK Timeout”, the previous transmission is considered to
have failed, and the source attempts to retransmit the packet.

Fig. 2 illustrates the time alignment between a data frame
from a source station and an ACK frame from the destination
station, as defined in the 802.11 standard. After receiving a
correct data frame from the source station, the destination
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Fig. 2. Basic MAC procedure.

station sends back an ACK frame following a short interframe
space (SIFS) period. The value of SIFS depends on the
underlying physical layer (PHY). For example, in the case
of 802.11a PHY [11], the SIFS period time is set to 16µs. In
the PHY, the transmitter starts transmitting a packet consisting
of a preamble, a physical layer convergence protocol (PLCP)
header and a scrambled and encoded ACK frame after the
SIFS period expires. Again, in the case of 802.11a, the
duration including the preamble and the PLCP header is
defined to 20µs. The D1 and M1 periods in the diagram
account for mostly the processing delays in the PHY and the
MAC, respectively. Therefore, the PHY should finish decoding
the received frame in time during the D1 period such that the
MAC has enough time to carry out all the necessary processing
such as a cyclic redundancy code (CRC) check for the received
data frame before the M1 period ends.

Iterative decoding schemes, e.g. [9], introduce a longer
latency in the receiver output, as the final CRC information
of the received data frame will not be available until the
whole iteration process is completed. It takes longer for the
destination station to send the ACK response. That implies
that the SIFS value should be increased to accommodate
the extended ACK response delay. This is undesirable since
the total channel throughput is decreased as demonstrated in
the subsequent section. In this section, we describe a new
MAC mechanism to minimize the impact due to the increased
latency in the iterative decoding scheme.

We can alleviate this problem by starting the ACK frame
transmission even before the final CRC check information is
available. After a data frame has arrived, the receiver starts
the iterative decoding process for the received packet. After
the first iteration (or some more iterations if time permits),
the decoded frame is sent to the MAC, while the receiver
continues the iteration process. Now, the MAC checks if the
received frame is intended for itself by looking at the receiver
address field. Upon positive match of the address field, the
MAC prepares the ACK frame by putting together the MAC
header including the recipient address without checking the
CRC of the received data frame. Then, this ACK frame is
sent to the PHY and the transmitter begins to transmit the
ACK frame starting from the preamble.

At the same time, the receiver continues the iterations,
and after the final iteration (assuming the transmitter is still
transmitting the preamble and the PLCP header), the decoded
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Fig. 3. Flow chart of the proposed algorithm.

frame is sent to the MAC. Then, the MAC checks the
CRC information. If the CRC is correct, no further action
is required. In the case the CRC turns out to be incorrect
after the final iteration, the MAC alters the recipient address
field, which has been set to the source station address after
the first iteration, to its own address. We are able to modify
this address information as long as the PHY has not finished
transmitting the preamble and PLCP header. Changing the
address information at this moment should not be a very
complicated operation, especially, since the address is replaced
by a pre-determined and fixed one, i.e., its own address. When
this address change occurs, the transmitter (i.e., source) of the
data packet does not receive an ACK frame with its address.
Then, the source attempts to transmit the data packet again
via CSMA/CA. Note that today’s MAC implementation will
work exactly in this manner since the data transmitter expects
the correct reception of an ACK “with its own address” within
the ACK timeout according to the 802.11 MAC.

This modified scheme allows the iterative decoder to com-
plete all iterations in 36µs combining the 16µs SIFS period
and the 20µs preamble/header duration, which is much longer
than a few µs (i.e., D1 in Fig. 2) given to the original MAC
operation. Note that in this modified scheme the address field
sent to the MAC before all iterations are completed may be
more vulnerable for errors, as we may not be able to iterate
sufficiently on that field. In addition, the PHY needs to be
able to start transmission while the receiver still performs
the iterations on the received data frame. Nevertheless, the
modified MAC operation allows the iterative process to be
continued well over the SIFS period. Fig. 3 shows the flow
chart of the proposed MAC algorithm.

III. PERFORMANCE EVALUATION

In this section, we evaluate the utility of the proposed
scheme based on the throughput performance. In fact, it is
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Fig. 4. Throughput vs. payload size for error-free channel.

not straightforward to quantitatively demonstrate the utility of
the proposed scheme since it depends on the decoding time
of the employed Turbo decoder. For example, if the decoding
times of the turbo code and the 11a’s convolutional code are
the same, it is apparent that there will not be any advantage
to use the proposed scheme. Here, assuming that the Turbo
decoding time is 20 µs larger than the 11a’s convolutional
decoding time, we suppose that SIFS = 36 µs should be used
in order to satisfy the ACK response timing if the proposed
scheme is not employed, while the original SIFS, i.e., 16 µs,
can be used if the proposed scheme is employed. Note that
the SIFS value is PHY-dependent, and hence this value does
not need to be 16 µs as in 802.11a when we define a new
PHY by replacing the convolutional codes of 802.11a with
turbo codes. It should be also noted that if SIFS=36 µs is
used, DIFS becomes 54 µs since DIFS=SIFS+2*SlotTime,
where SlotTime=9 µs. Accordingly, two versions of 802.11a-
like WLAN with turbo codes instead of the corresponding
convolutional codes are compared: (a) one with SIFS = 16
µs (as defined in the original standard), and (b) the other with
SIFS = 36 µs (for the system without employing the proposed
scheme).

We can easily see how these different SIFS values affect the
system throughput through a simple numerical analysis [12],
[13]. The following assumptions are made for the analysis.
One sender and one receiver operate with the DCF mode.
The sender always has frames to transmit. Each frame has a
fixed-size payload. Finally, this throughput is determined at
the Link Layer Control (LLC) Service Access Point (SAP),
which is the interface between the MAC and its immediate
higher-layer, i.e., the 802.2 LLC. In this analysis, we use 54
Mbps for the data frame transmissions and 24Mbps for the
ACK transmissions.

Fig. 4 shows the throughput performance as the payload size
of the data frame increases. Channel errors are not considered
in order to emphasize the impact of the SIFS value difference.
Apparently, the larger SIFS, the larger MAC overheads, thus
degrading the throughput performance. We observe that there
is a considerable loss in the throughput by using the larger
SIFS value, e.g., 9%-18% loss as the payload size varies
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Fig. 5. Throughput vs. SNR for Turbo and Convolutional coding schemes.

from 1500 to 100 octets. Note that 1500 octets represent
the practically longest payload size in the 802.11 WLANs,
since the maximum frame size allowed for the Ethernet, which
typically interworks with the 802.11, is 1500 octets.

Now, we compare the throughput performance for erro-
neous channel environments in orthogonal frequency division
multiplexing (OFDM) systems defined in the IEEE 802.11a
standard. Basically, the assumptions used for the error-free
analysis above still hold except for the channel errors. For
turbo coding, a constituent code with polynomial (7,5) in octal
form is applied with 5 iterations. A typical indoor wireless
channel with a 5 tap exponentially decaying fading profile
is applied. Fig. 5 depicts the throughput performance for (1)
turbo coding with SIFS=16 µs, (2) turbo coding with SIFS=36
µs, and (3) convolutional coding with SIFS=16 µs (i.e.,
802.11a) for the case of 54 Mbps rate and 1500 octet frame.
We also allow up to 6 retransmissions upon transmission
failure. Apparently, turbo coding attains higher throughput per-
formance than convolutional coding for low SNR values. As
expected, turbo coding with SIFS=16 µs achieves a throughput
better than that of the 11a convolutional coding for all SNR
values. However, turbo coding with SIFS=36 µs achieves a
worse throughput compared to the 11a convolutional coding
for large SNR values. This is because the impact of the time
loss due to the larger SIFS value is much larger than that of the
coding gain using turbo codes in this SNR range. Note that in
this high SNR region, there is virtually no retransmissions due
to the lack of channel errors with both turbo and convolutional
coding schemes.

IV. DISCUSSION AND CONCLUSIONS

A modification of the MAC operation is introduced which
allows longer latency in iterative decoding schemes. By mod-
ifying the MAC operation, the iterative decoding technique
can be employed in systems with the CSMA/CA scheme
without sacrificing channel throughput for the 802.11 wireless
LAN systems. Simulation results confirm the validity of the
proposed scheme.
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