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Characterization of Effective Capacity in Antenna
Selection MIMO Systems

Mohammad Lari, Abbas Mohammadi, Abdolali Abdipour, and Inkyu Lee

Abstract: In this paper, the effective capacity of a multiple-input
multiple-output (MIMO) system in two different cases with receive
antenna selection (RAS) and transmit antenna selection (TAS)
schemes is investigated. A closed-form solution for the maximum
constant arrival rate of this network with statistical delay quality
of service (QoS) constraint is extracted in the quasi-static fading
channel. This study is conducted in two different cases. When chan-
nel state information (CSI) is not available at the MIMO transmit-
ter, implementation of TAS is difficult. Therefore, RAS scheme is
employed and one antenna with the maximum instantaneous sig-
nal to noise ratio is chosen at the receiver. On the other hand, when
CSI is available at the transmitter, TAS scheme is executed. In this
case, one antenna is selected at the transmitter. Moreover, an opti-
mal power-control policy is applied to the selected antenna and the
effective capacity of the MIMO system is derived. Finally, this op-
timal power adaptation and the effective capacity are investigated
in two asymptotic cases with the loose and strict QoS requirements.
In particular, we show that in the TAS scheme with the loose QoS
restriction, the effective capacity converges to the ergodic capac-
ity. Then, an exact closed-form solution is obtained for the ergodic
capacity of the channel here.

Index Terms: Antenna selection (AS), effective capacity, power
adaptation, quality-of-service (QoS) guarantees, statistical delay
constraint.

I. INTRODUCTION

With the increasing demand for high data-rate services in
emerging communication systems such as third and fourth gen-
eration (3G and 4G) wireless networks, high-speed and high-
quality data communications have become extremely necessary.
Wireless channel is the major challenge in providing high-speed
and high-quality data communications. Multiple-input multiple-
output (MIMO) technology [1]–[3] is an attractive solution to
overcome these limitations. The multiple-antenna front-end ar-
chitecture design, traditionally results in greater complexity and
higher hardware costs in the radio frequency (RF) section [4],
[5]. The complexity and cost generally increase with the increas-
ing number of antennas. One simplifying and cost-reducing so-
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lution may be the utilization of a single RF front-end, where a
single RF path is used instead of multiple parallel RF chains [4],
[5]. In addition, antenna selection (AS) technique is a current
method for dealing with this issue [6]–[10]. By using this ap-
proach, some of the available antennas at the transmitter and/or
receiver are selected. Then, MIMO systems can use fewer RF
chains than a number of transmit and/or receive antennas, which
results in lower complexity and cost. AS can be implemented at
the transmitter and/or receiver. In these schemes, an antenna can
be selected to maximize the channel capacity [7] or to maximize
the signal to noise ratio (SNR) [8]. Likewise, cross-layer based
AS approaches have been proposed recently [9], [10].

Multimedia applications such as video conferencing, require
low end-to-end delay [11]. For these type of applications delay
becomes a critically important parameter for quality-of-service
(QoS) provisioning. Once a delay requirement is violated, the
corresponding data packet is discarded. In an appropriate chan-
nel condition, transmission with high data rate can be achieved
through the wireless environment. In contrast, in a severe con-
dition, the data rate decreases and probably becomes zero. Due
to this, the statistical delay boundaries capable of characteriz-
ing the QoS requirements is employed for the delay-sensitive
applications. For this purpose, effective capacity is defined as a
maximum constant arrival rate that a wireless channel can sup-
port in order to guarantee the delay QoS requirements [12]. In
contrast to Shannon capacity without any restrictions on com-
plexity and delay, the effective capacity ensures the maximum
probabilistic delay for the incoming user traffic in the network
[12].

For the wireless communication networks, the theory of ef-
fective capacity is proposed in [12] and a closed-form solution
is extracted for the correlated Rayleigh channel in the low-SNR
regime. This new concept is completely discussed with a dif-
ferent viewpoint in [13] for a generic source over correlated
Rayleigh channels. The authors assume Gaussian distribution
for the accumulated service rate of the channel which leads to
the new result for the effective capacity over correlated Rayleigh
channels. Following these fundamental research, the theory of
effective capacity has been conducted in various systems and
problems [14]–[19]. The system throughput in a single-input
single-output (SISO) channel subject to a given statistical de-
lay QoS constraint is studied in [14]. Then, an optimal power
and rate adaptation policy which maximize the system through-
put is derived. The discussion is also extended to a more practi-
cal scenario with variable-power adaptive modulation over both
block fading and Markov correlated fading channels. In addi-
tion, a similar problem is considered in a MIMO system in [15].
In [16], a novel framework based on the effective capacity the-
ory for the cross-layer analysis and design of wireless networks
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Fig. 1. System model.

combining adaptive modulation and coding (AMC) at the physi-
cal layer with an automatic repeat request (ARQ) protocol at the
data-link layer is proposed. Moreover, a delay constrained per-
formance of a cognitive radio and cognitive radio relay channels
is evaluated in [17] and [18], respectively. In these papers, the
authors derive an optimal rate and power adaptation policy for
the secondary user, which maximize the effective capacity sub-
ject to satisfying interference-power limitations on the primary
user. An effective capacity based call admission control (CAC)
with adaptive modulation technique to manage the self-similar
traffic in a wireless Internet protocol (IP)-based network is also
introduced in [19].

MIMO systems involving AS technique at their transmitter or
receiver, reveal significant advantages in practical communica-
tions. Hence, in this paper we study the performance of a MIMO
system with the receive AS (RAS) or transmit AS (TAS) scheme
for the delay sensitive user traffics. To the best of our knowl-
edge, there is no prior work in this subject. Here, we assume
an uncorrelated quasi-static Rayleigh fading channel in two dif-
ferent cases with the RAS and TAS schemes. In the RAS case,
since there is no channel state information (CSI) available at the
transmitter, AS at the transmitter is not possible. Thus, one an-
tenna with the maximum instantaneous SNR is selected at the
receiver. On the other hand, when the CSI is available at the
transmitter, one antenna is chosen there. We select an antenna
which maximizes the corresponding instantaneous SNR at the
receiver. In order to improve the performance, an optimal power
adaptation policy is considered for the selected antenna. In both
cases with the RAS and TAS, we derive a closed-form expres-
sion for the effective capacity of the system. Finally, the optimal
power and the effective capacity of the MIMO system with TAS
scheme are analyzed in two asymptotic cases with the loose and
high QoS constraints. In the former case with the loose QoS re-
quirement, we indicate that the optimal power converges to a
constant value with the high SNR assumption. Therefore, the
effective capacity with and without power adaptation are nearly
the same. Consequently, the power adaptation policy does not
have an advantage hare. We also show that the effective capac-
ity approaches to the ergodic capacity and an exact closed-form
expression for the ergodic capacity is derived here. The ergodic
capacity can be viewed as an average of the Shannon capacity.
On the other hand in the second case when high QoS is required,

we observe that the TAS scheme can keep the effective capacity
near the ergodic capacity too. This result is achieved while in
a usual circumstance the effective capacity decreases when the
QoS requirement increases. Therefore, this can be so attractive
for applications with the high QoS demands.

The rest of this paper is organized as follows: First, the system
model is introduced in Section II. Section III provides a brief
introduction to the effective capacity concept. The effective ca-
pacity of a MIMO system with both RAS and TAS schemes
are explained in Section IV. Then, the analysis of an optimal
power control policy and the effective capacity in two asymp-
totic cases are also proposed here. Finally, the simulation results
are presented in Section V, and Section VI concludes the paper.

II. SYSTEM MODEL

The system model is illustrated in Fig. 1. First, information
data from upper layers arrive to the data link layer where they
are stored as an equal-length packet in the buffer. The packets
are split up into bit streams and delivered to the physical layer.
In the physical layer, the bit streams are modulated with AMC
scheme and make a frame. Then, with the RAS technique, the
frames are transmitted from Mt transmit antennas and received
by the selected antenna at the receiver. However, with the TAS
scheme, one antenna is chosen and transmits the frames. In such
a case, all Mr receive antennas capture the transmitted frames.
At the physical layer in the receiver, the frames are demodu-
lated and passed to the data link layer. Then, at the data link
layer some error detection algorithms such as ARQ protocol are
executed which is not considered in this paper. After that, data
link layer sends the transmitted information data to upper layers.
The detailed explanations of physical and data link layers are as
follows.

The physical layer includes Mt transmit and Mr receive an-
tennas in a MIMO channel. The link between each transmit and
receive antenna is an uncorrelated quasi-static Rayleigh fading
channel. We further assume that an ideal AMC scheme is imple-
mented at the transmitter. Therefore, data can leave the transmit-
ter with the instantaneous channel capacity rate. In the physical
layer, we adopt two different scenarios for the selection; RAS
or TAS. In the RAS technique, we select one antenna with the
maximum instantaneous SNR at the receiver. In this case, the
available power is identically distributed over the Mt transmit
antennas. In contrast in the TAS scheme, we select one antenna
at the transmitter which maximizes the corresponding instanta-
neous SNR at the receiver. For further improvement, an optimal
power can be used for the selected antenna.

At the data link layer of the transmitter, a simple first-input
first-output (FIFO) buffer is assumed [20]. The source process
of the network has a constant rate. Therefore, the buffer fills
with a constant arrival rate and it is served with the instanta-
neous MIMO channel capacity rate. Since the channel capacity
is time-varying, the service rate of the buffer is not constant.
Hence, each packet needs to stay at the buffer for a while before
transmission and this waiting time depends on the channel state.
We also assume that enough packets are available in the buffer
for transmission.

In the quasi-static fading, MIMO channel coefficients are
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constant during a frame time duration T . In this case, the in-
stantaneous SNR is defined as

Γ(K) = γ0

K∑

k=1

|hk|
2 (1)

where in the RAS case, K = Mt and hk denotes the chan-
nel coefficient between the kth transmit and a receive antenna.
However, in the TAS case, K = Mr and hk denotes the chan-
nel coefficient between a transmit and the kth receive antenna.
In addition, γ0 = P0/(N0B) represents the average SNR; P0 is
the mean transmitted power;B is the total spectral bandwidth of
the system andN0/2 stands for the power density per dimension
of the additive white Gaussian noise (AWGN). The probabil-
ity density function (PDF) and cumulative distribution function
(CDF) of Γ(K) can be written as

fΓ(K)(x) =
1

γK0 Γ(K)
xK−1e−x/γ0 , x ≥ 0 (2)

FΓ(K)(x) =
1

Γ(K)
γ(K,x/γ0), x ≥ 0 (3)

where Γ(·) and γ(·, ·) denote the Gamma and the lower
incomplete Gamma function, respectively. In AS problems,
we usually deal with the ordered random variables. Here,
{Γ

(K)
1 ,Γ

(K)
2 , · · ·,Γ

(K)
L } denotes L random variables defined

in (1), and {Γ
(K)
(1) ,Γ

(K)
(2) , · · ·,Γ

(K)
(L) } represents ordered random

variables where {Γ
(K)
(1) ≤ Γ

(K)
(2) ≤ · · · ≤ Γ

(K)
(L) }. In the RAS

case where the antenna with the maximum instantaneous SNR
is selected, L = Mr and similarly in the TAS case, L = Mt.
The PDF of Γ(K)

(l) and 1 ≤ l ≤ L is given by [21]

f(l)(x) =
L!

(l − 1)!(L − l)!
(F (x))

l−1
(1− F (x))

L−l
f(x)

(4)
where for ease of notation, fΓ(K)(x) and FΓ(K)(x) are replaced
by f(x) and F (x) in (4) and the subsequent expressions. For
the maximum instantaneous SNR, we also have [21]

f(L)(x) = L (F (x))
L−1

f(x). (5)

This PDF will be employed later to derive the effective capacity.

III. THE EFFECTIVE CAPACITY

Despite the time-varying nature of wireless channels, network
service providers must guarantee a specified QoS to satisfy their
customers who have real-time multimedia traffics. In [12], Wu
and Negi defined the effective capacity as the maximum con-
stant arrival rate that a given service process can support in order
to guarantee a QoS requirement specified by the QoS exponent
θ. For a dynamic queuing system with stationary and ergodic
arrival and service processes, under sufficient conditions, the
queue length processQ(t) converges in distribution to a random
variable Q(∞) such that [12]

− lim
q→∞

ln (Pr{Q(∞) > q})

q
= θ (6)

where q determines a certain threshold, and therefore, we have
the following approximation.

Pr{Q(∞) > q} ≈ e−θq (7)

for a large q. For a small q the following approximation is shown
to be more accurate [12].

Pr{Q(∞) > q} ≈ εe−θq (8)

where ε represents the non-empty buffer probability. In addi-
tion, for the delay experienced by a packet as the main QoS
metric, we have a similar probability function as [12]

Pr{D > d} ≈ εe−θδd (9)

where D indicates the tolerated delay, d is a delay-bound, and δ
is jointly determined by both arrival and service processes. The
statistical delay constraint in (9) represents the QoS which has to
be guaranteed for the delay sensitive traffic sources. It is appar-
ent that the QoS exponent θ has an important role here. Larger
θ corresponds to more strict QoS constraint, while smaller θ im-
plies looser QoS requirements.

Effective capacity provides the maximum constant arrival rate
that can be supported by the time-varying wireless channel un-
der the statistical delay constraint (9). Since the average arrival
rate is equal to the average departure rate when the buffer is in
a steady-state [22], the effective capacity can be viewed as the
maximum throughput in the presence of such a constraint. The
effective capacity is defined in [12, eq. (12)] and [13, eq. (6)]
in the correlated channels. However, in the uncorrelated case, it
reduces to

EC(θ) = −
1

θ
ln
(
E
{
e−θR

})
(10)

where R is the time-varying rate of the channel and E{·} de-
notes the expectation. For a specific application with a given
statistical delay requirement, the QoS exponent θ can be deter-
mined from (9). Then, the maximum constant arrival rate of the
sources that a wireless channel can support in order to guarantee
the given QoS, is determined from (10). R and the effective ca-
pacityEC(θ) are further discussed for two different AS schemes
in the next section.

IV. EFFECTIVE CAPACITY WITH ANTENNA
SELECTION

In the MIMO system with AS technique, we select one an-
tenna at the receiver or one antenna at the transmitter in the
RAS or TAS scheme, respectively. Single antenna selection is
the simplest method for implementing this technique [23]. In or-
der to eliminate practical issues, such as mutual coupling, spatial
correlation of antennas, and inaccurate time-synchronization of
the antennas, single antenna selection is extensively considered
in the literatures [24], [25]. In a MIMO system with the single
AS, we deal with a multiple-input single-output (MISO) system
in the RAS case, and a single-input multiple-output (SIMO) sys-
tem in the TAS case. The effective capacity of these systems are
studied in the following sections more precisely.
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A. Receive Antenna Selection

In the RAS case with Mt transmit and one selected re-
ceive antennas, {Γ

(Mt)
1 ,Γ

(Mt)
2 , · · ·,Γ

(Mt)
Mr

} represent the in-
stantaneous SNRs of Mr available receive antennas and
{Γ

(Mt)
(1) ,Γ

(Mt)
(2) , · · ·,Γ

(Mt)
(Mr)

} show the ordered random variables

where {Γ
(Mt)
(1) ≤ Γ

(Mt)
(2) ≤ · · · ≤ Γ

(Mt)
(Mr)

}. Here, we choose
one antenna with the maximum instantaneous SNR. This means
that the corresponding antenna to Γ

(Mt)
(Mr)

will be used for trans-
mission. This antenna has a maximum capacity too. Now, the
service rate in a MISO system can be denoted by [26]

R = BT log2

(

1 +
1

Mt
Γ
(Mt)
(Mr)

)

(11)

where B is the total spectral bandwidth and T is the frame du-
ration. By inserting (11) into (10), the effective capacity can be
found according to

EC(θ) = −
1

θ
ln

(

E

{(

1 +
1

Mt
Γ
(Mt)
(Mr)

)
−θ̃
})

(12)

where θ̃ = θBT/ ln(2).
The PDF of Γ(Mt)

(Mr)
is introduced in (5). However, here for our

purpose, we use the binomial and multinomial theorems and ex-
tract a modified representation for the PDF. In the RAS case,
L =Mr andK =Mt is replaced in (5) for the following opera-
tions. When the first argument of the lower incomplete Gamma
function is an integer, this function can be written as a finite
summation. Therefore, using [27, eq. (8.352-1)], we can rewrite
(3) as

F (x) = 1− e−x/γ0

Mt−1∑

k=0

xk

γk0k!
. (13)

Then, through using the binomial theorem, we obtain

(F (x))
Mr−1

=

Mr−1∑

m=0

(
Mr − 1

m

)

(−1)me−mx/γ0

(
Mt−1∑

k=0

xk

γk0k!

)m

. (14)

By employing the multinomial theorem, (14) finally reduces to

(F (x))
Mr−1

=

Mr−1∑

m=0

(
Mr − 1

m

)

(−1)me−mx/γ0

Q(m)
∑

q=0

c(m)
q xq

(15)
where Q(m) = m(Mt − 1), and c(m)

q is the resultant coeffi-
cients from the multinomial expansion of

(
∑Mt−1

k=0
xk

γk
0 k!

)m

. In

our case, c(m)
q is directly calculated with discrete convolution.

~c(0) = 1, and ~c(1) can be defined as

~c(1) =
[

1 1
γ01!

1
γ2
02!

· · · 1

γ
Mt−1
0 (Mt−1)!

]

(16)

and therefore, c(m)
q is the qth element of the vector ~c(m) where

~c(m)
= ~c(m−1)

⊗~c(1), and ⊗ represents the discrete convolution

function. Finally, the PDF of Γ(Mt)
(Mr)

is obtained as

f(Mr)(x) =
Mr

γMt

0 Γ(Mt)
×

Mr−1∑

m=0

(
Mr − 1

m

)

(−1)m
Q(m)
∑

q=0

c(m)
q xq+Mt−1e−(m+1)x/γ0.

(17)

Now, the expected value in (12) is attained as

E

{(

1 +
1

Mt
Γ
(Mt)
(Mr)

)
−θ̃
}

=

∫ +∞

0

(

1 +
x

Mt

)
−θ̃

f(Mr)(x)dx

=
Mr

γMt

0 Γ(Mt)

Mr−1∑

m=0

(
Mr − 1

m

)

(−1)m





Q(m)
∑

q=0

c(m)
q MMt+q

t ×

Γ(Mt + q)ψ

(

Mt + q,Mt + q − θ̃ + 1;
(m+ 1)Mt

γ0

)




(18)

whereψ(·, ·; ·) represents the confluent hypergeometric function
[27, eq. (9.210-2)]. Applying the preceding expression to (12),
we get

EC(θ) = −
1

θ
ln

(

Mr

γMt

0 Γ(Mt)

Mr−1∑

m=0

(
Mr − 1

m

)

(−1)m×





Q(m)
∑

q=0

c(m)
q MMt+q

t Γ(Mt + q)×

ψ

(

Mt + q,Mt + q −
θBT

ln 2
+ 1;

(m+ 1)Mt

γ0

)






 . (19)

Here, we use

ψ(a, b; z) =
1

Γ(a)

∫
∞

0

e−ztta−1(1 + t)b−a−1dt (20)

as an integral representation of the confluent hypergeometric
function [27, eq. (9.211-4)].

B. Transmit Antenna Selection

In a similar way, in the TAS case we assume one selected
antenna at the transmitter and Mr antennas at the receiver.
{Γ

(Mr)
1 ,Γ

(Mr)
2 , · · ·,Γ

(Mr)
Mt

} represent the instantaneous SNRs at
the receiver according to Mt available transmit antennas and
{Γ

(Mr)
(1) ,Γ

(Mr)
(2) , · · ·,Γ

(Mr)
(Mt)

} indicate the ordered random vari-

ables where {Γ(Mr)
(1) ≤ Γ

(Mr)
(2) ≤ · · · ≤ Γ

(Mr)
(Mt)

}. Here, the corre-

sponding antenna to Γ
(Mr)
(Mt)

is chosen. This antenna has a max-
imum capacity too. In addition, an optimal power adaptation is
also assumed for the selected antenna. Now, the service rate in
a SIMO system can be written as [26]

R = BT log2

(

1 + µ
[

Γ
(Mr)
(Mt)

, θ
]

Γ
(Mr)
(Mt)

)

(21)
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where µ
[

Γ
(Mr)
(Mt)

, θ
]

is a coefficient which determines the opti-

mal transmitted power over the time as µ
[

Γ
(Mr)
(Mt)

, θ
]

P0. Note

that µ
[

Γ
(Mr)
(Mt)

, θ
]

is a function of the instantaneous SNR, Γ(Mr)
(Mt)

,
and also QoS exponent θ. However, for ease of notation, we use
this coefficient as µ. For the constant average power, we must
have E{µ} = 1. The PDF of Γ(Mr)

(Mt)
is given in (5). By inserting

L =Mt andK =Mr into (5) and using the binomial and muti-
nomial theorems once again, the modified representation for the
PDF is achieved similar to (17) and used here for further analy-
sis.

For the optimal value of µ, the following optimization prob-
lem

µ = argmax
µ

(

−
1

θ
lnE

{(

1 + µΓ
(Mr)
(Mt)

)
−θ̃
})

s.t. E{µ} = 1 (22)

has to be solved. Using the Lagrangian optimization method,
the optimal solution is found as [14]

µ =







0 ,Γ
(Mr)
(Mt)

< Γ0

(
1
Γ0

) 1
θ̃+1

(

1

Γ
(Mr)

(Mt)

) θ̃

θ̃+1

− 1

Γ
(Mr)

(Mt)

,Γ
(Mr)
(Mt)

≥ Γ0

(23)

where Γ0 = λ/θ̃ is a cutoff SNR threshold, which can be ob-
tained from the average power constraint E{µ} = 1 and λ de-
notes Lagrangian coefficient. Fortunately, the mean value has
a closed-form solution as (24) where Γ(·, ·) represents the up-
per incomplete Gamma function. To derive (24), we used the
following equality [27, eq. (3.381-3)]

∫ +∞

u

xa−1e−bxdx = b−aΓ(a, bu). (25)

In order to find the cutoff SNR threshold, Γ0, we can use (24)
where Γ0 is calculated numerically. However, this numerical
method is so simpler than the calculation of Γ0 directly from
the integral equation E{µ} = 1.

Now, the expected value in (22) can be expressed as (26) and
the effective capacity as

EC(θ) = −
1

θ
ln

(

E
{(

1 + µΓ
(Mr)
(Mt)

)
−θ(BT/ ln 2)

})

(27)

where Q(m) = m(Mr − 1) and c(m)
q represents the multino-

mial coefficient. Note that a closed-form solution for (26) can
be found by using [27, eq. (3.381-3)] and

∫ u

0

xa−1e−bxdx = b−aγ(a, bu) (28)

for the lower incomplete Gamma function [27, eq. (3.381-1)].
In a specific case when joint transmit and receive antenna se-

lection is applied, it is sufficient to replace Mt by MtMr and
Mr by one in (24), (26), and (27), respectively.

C. Asymptotic Analysis

Behavior of the optimal power coefficient µ and the effective
capacity EC(θ) in a MIMO system with the TAS scheme is dis-
cussed here. In the first case, when θ → 0, from (23) we have

lim
θ→0

µ =







0 ,Γ
(Mr)
(Mt)

< Γ0

1
Γ0

− 1

Γ
(Mr)

(Mt)

,Γ
(Mr)
(Mt)

≥ Γ0
(29)

which depicts the water-filling formula similar to [14, eq. (10)].
In addition when θ → 0 and γ0 → ∞, the optimal coefficient
µ converges to a constant µ = 1. Therefore, the transmitted
power µP0 converges to a constant P0 and the power adapta-
tion policy does not have an advantage here. The proofs for the
special cases of Mt = 1, 2 with an arbitrary number of receive
antennas, and Mr = 1, 2 with an arbitrary number of transmit
antennas, are provided in the Appendix VI-A. Simulation results
indicate that this convergence is also true in a general case with
arbitrary number of transmit and receive antennas and also for
the moderate average SNRs.

In the time varying channel, the ergodic capacity defines the
average rate which can be passed through this environment with-
out any constraints on the QoS. Therefore, the ergodic capacity
can be considered as an upper bound on the effective capac-
ity. This significant subject is investigated extensively in litera-
tures such as [28] with the asymptote of large number of trans-
mit antennas and high SNR regime. Here, when θ → 0, the
effective capacity converges to the ergodic capacity E

(0)
C . In

Appendix VI-D, we first prove that the ergodic capacity can be
achieved from the effective capacity when θ → 0 and then, an
exact closed-form solution for the ergodic capacity of a MIMO
system with the TAS scheme and optimal power adaptation is
extracted in (50). To derive this expression, we do not use any
additional assumptions like [28]. Therefore, this expression is
valid for all conditions.

In the second asymptotic case, we assume that θ → ∞. In
the optimization problem (22), we have Γ0 = λ/θ̃. Therefore,
when θ → ∞ then Γ0 → 0. Using (23) and the mean power
constraint E{µ} = 1, we can write

lim
θ→∞

µ =
α

Γ
(Mr)
(Mt)

(30)

where α is a constant. Using [27, eq. (3.381-4)], this constant is
obtained as

α =

(

Mt

γMr

0 Γ(Mr)

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m×

Q(m)
∑

q=0

c(m)
q

(
m+ 1

γ0

)
−(Mr+q−1)

Γ(Mr + q − 1)





−1

.

(31)

Here, µΓ(Mr)
(Mt)

converges to the constant α, and therefore the ef-
fective capacity is

E
(∞)
C = lim

θ→∞

EC(θ) = BT log2(1 + α) (32)

which reveals a constant rate when very high QoS is required.
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E{µ} =

∫ +∞

Γ0

µf(Mt)(x)dx

=
Mt

γMr

0 Γ(Mr)

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
Q(m)
∑

q=0

c(m)
q

∫ +∞

Γ0





(
1

Γ0

) 1
θ̃+1
(
1

x

) θ̃

θ̃+1

−

(
1

x

)


 xMr+q−1e
−

(m+1)
γ0

x
dx

=
Mt

γMr

0 Γ(Mr)

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
Q(m)
∑

q=0

c(m)
q





(
1

Γ0

) 1
θ̃+1
(
m+ 1

γ0

)
−

(

Mr+q− θ̃

θ̃+1

)

×

Γ

(

Mr + q −
θ̃

θ̃ + 1
,
(m+ 1)Γ0

γ0

)

−

(
m+ 1

γ0

)
−(Mr+q−1)

Γ

(

Mr + q − 1,
(m+ 1)Γ0

γ0

)]

= 1 (24)

E
{(

1 + µΓ
(Mr)
(Mt)

)
−θ̃
}

=

∫ Γ0

0

f(Mt)(x)dx +

∫ +∞

Γ0

(
x

Γ0

)
−

θ̃

θ̃+1

f(Mt)(x)dx

=
Mt

γMr

0 Γ(Mr)

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
Q(m)
∑

q=0

c(m)
q

[(
m+ 1

γ0

)
−(Mr+q)

γ

(

Mr + q,
(m+ 1)Γ0

γ0

)

+

(
1

Γ0

)
−

θ̃

θ̃+1
(
m+ 1

γ0

)
−

(

Mr+q− θ̃

θ̃+1

)

Γ

(

Mr + q −
θ̃

θ̃ + 1
,
(m+ 1)Γ0

γ0

)

 (26)
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Fig. 2. Normalized effective capacity versus the average SNR in the
3× 3 MIMO system with RAS and in the 3× 1 MISO system.

V. SIMULATION RESULTS

In all simulations, we assume B = 100 kHz, T = 1 ms,
and in each average SNR, the Mont-Carlo simulation is repeated
1, 000, 000 times. Note that for simple representation, the nor-
malized effective capacity EC(θ) = EC(θ)/(BT ) is plotted in
the following figures.

The normalized effective capacity with the RAS scheme is
plotted versus γ0 in Fig. 2 where θ = 0.01 and θ = 0.1. For
more comparison, the normalized effective capacity of a 3 × 1
MISO system (θ = 0.01 and θ = 0.1) and a 3 × 3 MIMO
system (θ = 0.01) is also plotted. Tight agreement between the-
ory and simulation is clear here. The advantage of the RAS is
observed in this figure where we have near 1 bits/sec/Hz and
2 bits/sec/Hz effective capacity gains compared with the equiv-
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Fig. 3. Normalized effective capacity versus the average SNR and θ =

0.01 when Mt varies from 1 up to 4 and Mr = 3.

alent MISO systems for θ = 0.01 and θ = 0.1, respectively.
Therefore, we can suggest RAS technique specially when we
need high QoS in the network. In addition, we observe that when
the QoS exponent θ increases and more strict QoS is required,
the effective capacity decreases.

Next, we show that the effective capacity increases when the
number of transmit antenna increases. For this purpose, we plot
the normalized effective capacity versus γ0 and θ = 0.01 in
Fig. 3. We assume TAS scheme with the optimal power adapta-
tion where Mr = 3 and Mt varies from 1 up to 4. The perfor-
mance of a 3× 3 MIMO system with joint receive and transmit
AS is also presented here. The gains diminish with the increase
in the number of transmit antennas. Therefore, it seems that us-
ing a MIMO system with two antennas at the transmitter with
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Fig. 4. Normalized effective capacity versus the QoS exponent θ with
the optimal and constant power adaptation and normalized ergodic
capacity in a (a) 2 × 2 and (b) 3 × 3 MIMO system with the TAS
scheme.

the TAS scheme has more advantages in contrast to other struc-
tures. The effective capacity in a MIMO system with the joint
receive and transmit AS is more than the effective capacity of
a 1 × 3 system but not as much as the others. Consequently,
MIMO system with the TAS scheme in addition to the receive
diversity performs better than the MIMO system with the joint
receive and transmit AS.

The normalized effective capacity versus the QoS exponent
θ is presented in Fig. 4. The Mont-Carlo simulations have a
fine match with the theory, but for more obvious presentation,
the theoretical results are plotted here. We assume a 2 × 2 and
3 × 3 MIMO system with the TAS scheme in three different
average SNRs: 0 dB, 10 dB, and 20 dB. The normalized effec-
tive capacity with the optimal and constant power adaptation is
compared in this figure where the gains of 2.67 bits/sec/Hz and
1.96 bits/sec/Hz at γ0 = 10 dB and θ = 0.1 are obtained in the
2 × 2 and 3 × 3 systems, respectively. Consequently, the op-
timal power adaptation is recommended, specifically when we
have stringent QoS constraint. It would result in considerable
improvement in the whole performance of the system. More-
over, the gap between the optimal and constant power adaptation
becomes more distinct at the higher SNRs.

In subsection IV-C, the effective capacity is studied in two
asymptotic cases. In the loose QoS requirement when θ → 0,
the effective capacity with the optimal and constant power adap-
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Fig. 5. Normalized asymptotic effective capacity performance versus the
average SNR in (a) 1× 3 SIMO without AS and (b) 3× 3 MIMO with
the TAS scheme.

tation converge and reach to the ergodic capacity. Therefore,
employing the optimal power coefficient µ does not have an
advantage here. For more comparison, the normalized ergodic
capacity E(0)

C /(BT ) is also plotted in Fig. 4 where the conver-
gence of the effective capacity to that is clear.

We studied the the effective capacity performance in two
asymptotic cases. In Fig. 5, E(0)

C /(BT ) (theory and simula-
tion) and E(∞)

C /(BT ) (theory) are plotted versus γ0 in a 1 × 3
SIMO system without AS and 3 × 3 MIMO systems with the
TAS scheme. The optimal power adaptation is also assumed for
these systems. To validate the closed-form expression which has
been derived for E(0)

C (ergodic capacity), the theory and simula-
tion results for E(0)

C are compared here where both results ver-
ify each other. In Fig. 5 when Mt increases the two asymptotic
rates come closer. Subsequently, we can conclude that the TAS
scheme can keep the effective capacity near the ergodic capacity
in all situations even at the high QoS constraint. Since the er-
godic capacity determines the upper bound on the capacity rate,
this result would be so elegant.

VI. CONCLUSION

Effective capacity is an interesting topic and study of this sub-
ject in a practical MIMO system with RAS or TAS scheme is
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considered here. In the MIMO systems when there is no CSI at
the transmitter, we adopt RAS technique and a closed-form so-
lution for the maximum constant arrival rate with the QoS guar-
antee is extracted. In this case, the effective capacity is com-
pared with the performance of the equivalent MISO systems.
We show that the improvements in the MIMO systems with RAS
increases when the QoS exponent θ is increased. On the other
hand, in the MIMO systems with available CSI at the transmit-
ter, TAS scheme in addition to an optimal power adaptation is
employed. A closed-form solution for the optimal power and the
effective capacity is also derived here and the advantages of this
optimal power allocation in the effective capacity rate are also
displayed. Then, the optimal power and the effective capacity
are examined in two asymptotic cases when the QoS exponent θ
tends to zero or infinity. We indicate that in the large and moder-
ate value of SNRs when the QoS exponent θ approaches to zero,
the optimal power converges to a constant value.

In addition, in a usual circumstance when the QoS exponent
θ increases, the effective capacity decreases. We show that the
TAS scheme can keep the effective capacity near the ergodic
capacity even at large value of θ. Therefore, when high QoS is
required, TAS scheme is strictly suggested.

APPENDIX

A. Convergence of the Optimal Power Coefficient to a Constant

In this part, the convergence of the optimal power coefficient
µ to the constant one is proved. Suppose that when γ0 → ∞,
we have Γ0 → 1. Since Γ0 has a finite value, we can simply
prove that

lim
γ0→∞

P
{

Γ
(Mr)
(Mt)

< Γ0

}

= lim
γ0→∞

P
{

Γ
(Mr)
(Mt)

< 1
}

= 0 (33)

where P{·} represents the probability function. With this prob-
abilistic result, we can conclude that Γ(Mr)

(Mt)
≫ 1. In addition,

when θ → 0, we use both (29) and (33) to obtain

lim
θ→0,γ0→∞

µ =
1

Γ0
−

1

Γ
(Mr)
(Mt)

=
Γ
(Mr)
(Mt)

− 1

Γ
(Mr)
(Mt)

= 1 (34)

where we assume that Γ(Mr)
(Mt)

≫ 1. The proof is complete here.
Note that we assumed Γ0 = 1 when θ → 0 and γ0 → ∞.

Now, in the followings, we prove it in two different cases.

B. Mr = 1, 2 and Arbitrary Mt

When θ → 0, the asymptotic behavior of the average power
constraint (24) is reduced to

E{µ} =
Mt

γMr

0 Γ(Mr)

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
Q(m)
∑

q=0

c(m)
q ×

[

1

Γ0

(
m+ 1

γ0

)
−(Mr+q)

Γ

(

Mr + q,
(m+ 1)Γ0

γ0

)

−

(
m+ 1

γ0

)
−(Mr+q−1)

Γ

(

Mr + q − 1,
(m+ 1)Γ0

γ0

)]

= 1.

(35)

In addition, when γ0 → ∞, we can rewrite (35) as

E{µ} =
Mt

γMr

0 Γ(Mr)

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
Q(m)
∑

q=0

c(m)
q ×

[

1

Γ0

(
m+ 1

γ0

)
−(Mr+q)

Γ(Mr + q)

]

= 1 (36)

where ((m + 1)/γ0)
−(Mr+q−1) is neglected against ((m +

1)/γ0)
−(Mr+q), and the upper incomplete Gamma function

goes to the Gamma function when its second argument tends
to zero. We have defined c(m)

q in Section IV as

(
Mr−1∑

k=0

xk

γk0k!

)m

=

Q(m)
∑

q=0

c(m)
q xq, 0 ≤ m ≤Mt − 1. (37)

With Mr = 1 and arbitrary number of transmit antenna Mt, we
have Q(m) = m(Mr − 1) = 0, and therefore, c(m)

q = 1 for
q = 0 and 0 ≤ m ≤Mt − 1. In this case, according to (36), we
can write

E{µ} =
Mt

γ0

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
1

Γ0

(
m+ 1

γ0

)
−1

=
1

Γ0

Mt−1∑

m=0

(
Mt

m+ 1

)

(−1)m

=
1

Γ0

[

−

Mt∑

m̃=1

(
Mt

m̃

)

(−1)m̃

]

=
1

Γ0

[

−

Mt∑

m̃=0

(
Mt

m̃

)

(−1)m̃ + 1

]

=
1

Γ0
(38)

where m + 1 is replaced by m̃. Since E{µ} = 1, we can con-
clude that Γ0 = 1. Moreover, for Mr = 2 and arbitrary number
of transmit antennaMt, we haveQ(m) = m, and from (37), we
show

(

1 +
x

γ0

)m

=

m∑

q=0

(
m

q

)
xq

γq0
, 0 ≤ m ≤Mt − 1 (39)

which leads to

c(m)
q =

(
m

q

)
1

γq0
(40)

for 0 ≤ q ≤ m and 0 ≤ m ≤Mt − 1. Now, (36) is reduced to

E{µ} =
Mt

γ20

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m×

[
m∑

q=0

(
m

q

)
1

γq0Γ0

(
m+ 1

γ0

)
−(2+q)

Γ(2 + q)

]

=
Mt

Γ0

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
1

m+ 1

m∑

q=0

(
m

q

)
Γ(2 + q)

(m+ 1)1+q
.

(41)
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The inner sum is calculated first. If the summation is done back-
ward one by one, it can be shown that after p steps we have

m−p+1
∑

q=m

(
m

q

)
Γ(2 + q)

(m+ 1)1+q
=

Γ(m− p+ 3)

(m+ 1)m−p+1

m(m− 1)(· · ·)(m− p+ 3)

(p− 1)!
(42)

and finally after p = m+ 1 steps, we have

0∑

q=m

(
m

q

)
Γ(2 + q)

(m+ 1)1+q
=

m∑

q=0

(
m

q

)
Γ(2 + q)

(m+ 1)1+q
= 1. (43)

Note that, (42) can be simply proved using mathematical induc-
tion. Substituting (43) in (41), we get

E{µ} =
Mt

Γ0

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
1

m+ 1
=

1

Γ0
(44)

where the same procedure according to (38) can be used to ob-
tain Γ0 = 1.

C. Mt = 1, 2 and Arbitrary Mr

In this case, Mt = 1 and arbitrary Mr receive antennas are
available. Therefore, c(m)

q = 1 for q = 0 andm = 0 and through
(36), we obtain

E{µ} =
1

γMr

0 Γ(Mr)

1

Γ0

(
1

γ0

)
−Mr

Γ(Mr) =
1

Γ0
= 1. (45)

Therefore,Γ0 = 1. In addition forMt = 2 and arbitrary number
of receive antenna Mr, (36) is reduced to

E{µ} =
2

γMr

0 Γ(Mr)Γ0

(
1

γ0

)
−Mr

Γ(Mr)

−
2

γMr

0 Γ(Mr)

Mr−1∑

q=0

1

γq0q!Γ0

(
2

γ0

)
−(Mr+q)

Γ(Mr + q)

=
2

Γ0
−

2

Γ0Γ(Mr)2Mr

Mr−1∑

q=0

Γ(Mr + q)

q!2q

=
2

Γ0
−

2

Γ02Mr−12Mr

Mr−1∑

q=0

(
Mr − 1 + q

q

)

2Mr−1−q.

(46)

To obtain a closed-form solution for the sum in (46), we can use
[27, eq. (0.241-10)]

I∑

i=0

(
I + i

i

)

2I−i = 4I . (47)

Therefore, we have

E{µ} =
2

Γ0
−

2

Γ02Mr−12Mr
4Mr−1 =

1

Γ0
= 1 (48)

which indicate Γ0 = 1 and finally the proof is concluded.

D. Ergodic Capacity

First, we prove that the ergodic capacity can be achieved from
the effective capacity when θ → 0. Using the Taylor expansion
we have

E
(0)
C = lim

θ→0
−
1

θ
ln

(

E
{(

1 + µΓ
(Mr)
(Mt)

)
−θ̃
})

= lim
θ→0

−
1

θ
ln
(

E
{

1− θ̃ ln
(

1 + µΓ
(Mr)
(Mt)

)})

= lim
θ→0

−
1

θ
ln
(

1− θ̃E
{

ln
(

1 + µΓ
(Mr)
(Mt)

)})

=
−θ̃E

{

ln
(

1 + µΓ
(Mr)
(Mt)

)}

−θ

= BTE
{

log2

(

1 + µΓ
(Mr)
(Mt)

)}

(49)

where E(0)
C denotes the ergodic capacity. Next, an exact closed-

form solution for the ergodic capacity is extracted. By substitut-
ing (29) into (49) and using the given PDF for Γ(Mr)

(Mt)
, we have

E
(0)
C =

BT

ln 2

Mt

γMr

0 Γ(Mr)

Mt−1∑

m=0

(
Mt − 1

m

)

(−1)m
Q(m)
∑

q=0

c(m)
q I1,q

(50)

where

I1,q =

∫
∞

Γ0

ln

(
x

Γ0

)

xq+Mr−qe−(m+1)x/γ0dx. (51)

We can change the variable in (51) as y = (x/Γ0)− 1 and write
I1,q as

I1,q =Γq+Mr
0 e−(m+1)Γ0/γ0×
∫

∞

0

ln(1 + y)(1 + y)q+Mr−1e
−

(m+1)Γ0
γ0

y
dy

︸ ︷︷ ︸

I2,q

. (52)

Here, we can use binomial expansion for (1+y)q+Mr−1 to sim-
plify I2,q as

I2,q =

q+Mr−1
∑

r=0

(
q +Mr − 1

r

)∫
∞

0

ln(1 + y)yre−
(m+1)Γ0

γ0
ydy

︸ ︷︷ ︸

I3,r

.

(53)
Now, we define g0 = γ0/[(m + 1)Γ0] and change the variable
z = y/g0 in (53) to obtain

I3,r = gr+1
0

∫
∞

0

ln(1 + g0z)z
re−zdz

︸ ︷︷ ︸

I4,r

(54)

where I4,r has a closed-form solution as [27, eq. (4.337-5)]

I4,r =

r∑

ξ=0

r!

(r − ξ)!

[

(−1)r−ξ−1

gr−ξ
0

e1/g0Ei
(
−1

g0

)

+

r−ξ
∑

ν=1

(−1)r−ξ−ν(ν − 1)!

gr−ξ−ν
0

]

(55)
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and Ei(·) denotes the exponential integral function [27,
eq. (8.211-1)].
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