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Precoding Designs Based on Minimum Distance for
Two-Way Relaying MIMO Systems with
Physical Network Coding
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Abstract—In this paper, we propose new precoding methods
for two-way multiple input multiple output physical network
coding (PNC) systems which employ the modulo operation. In our
work, the transmit and receive filters are determined to maximize
the minimum distance of the received constellations assuming
global channel state information. The precoding operations are
separately optimized for the multiple access (MA) and the
broadcast stages, and the optimal precoding is obtained by
applying a semidefinite relaxation method. Especially, we prove
that for the system with linear detection the modulo operation
for the PNC achieves optimality with the derived precoding
for the MA stage in terms of the minimum distance. Also,
we present a closed-form solution for the optimal filter designs
for two special cases. For computing solutions, we transform
our max min problem into a simple maximization problem by
imposing additional constraints. Also, we propose a suboptimal
non-iterative precoding scheme whose performance is within 1
dB at a bit error rate (BER) of 10~ compared to the optimum
iterative method with much reduced complexity. Finally, the
simulation results show that the proposed systems achieve 2-3
dB gains at a BER of 10™* compared to the optimal amplify-
and-forward systems.

Index Terms—Physical network coding, two-way Relay, mini-
mum distance.

I. INTRODUCTION

VER the past years, relaying transmission has been a
O subject of intense research for extending coverage or
increasing the system capacity [2] [3]. Most relay systems are
assumed to operate in the half-duplex mode where a relay node
(RN) does not transmit and receive signals simultaneously.
Thus, they suffer from a spectral efficiency loss due to the %
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pre-log factor in one-way systems [3]. In order to overcome
the loss in the one-way system, two-way half-duplex systems
have been proposed in [4] and [5]. Some theoretical results
on the relaying systems have been investigated in [6] and [7].

There are two popular protocols for relaying transmission.
One is amplify-and-forward (AF) [6] [8] [9] where the RN
just amplifies the received signal, and the other is decode-
and-forward (DF) where the RN performs decoding. In two-
way AF systems, two end nodes (EN) simultaneously transmit
their information to the RN at the first time slot, and the
RN broadcasts the mixed information to ENs at the second
time slot. Since each EN knows its own transmitted data, self-
interference in the transmitted signals can be removed from the
received signal. This process is also referred to as analogue
network coding. In contrast, for two-way DF systems, it is
more natural for ENs to transmit their information in different
time slots as in [10] and [11]. Subsequently, the RN encodes
the decoded information with network coding [12], and the
desired information can be extracted by utilizing the network
coding at the ENs.

Recently, denoise-and-forward (DNF) with physical net-
work coding (PNC) for two-way relaying networks was in-
troduced in [13]-[19]. In this protocol, after the ENs transmit
their data simultaneously, the RN just detects the symbols
instead of decoding the information bits. Especially, the RN
employs the PNC which suppresses detection errors caused
by interference of the multiple access (MA) stage. If the RN
jointly decodes the information from both ENs as in DF, the
system performance may suffer from the MA interference as
shown in [13]. In DNF systems, the PNC plays an important
role to overcome the MA interference. Assuming perfect
synchronization for both channels of ENs, we can apply an
efficient PNC scheme based on the modulo operation [14] to
remove the MA interference completely. Alternatively, using
an adaptive PNC design according to instantaneous channel
conditions, the MA interference would be suppressed as shown
in [15].

The combination of the DNF scheme with multiple antennas
has been studied in [20], in which precoding techniques are
proposed when adaptive network coding or a modulo operation
is utilized for the PNC. In [20], the precoding of the ENs was
designed for several different scenarios depending on available
channel state information (CSI). For the case of global CSI
at the RN and the EN, their work first chooses the modulo
operation for PNC, and then the precoding is optimized in
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terms of the minimum distance by using a Lagrange method.
In their work, there are some limitations. First, the system in
[20] employs the modulo operation without any proof of the
optimality for PNC. Also, the number of Lagrange multipliers
increases exponentially with the cardinality of the employed
modulation set. For example, when 16-QAM is used at both
ENs for the scheme in [20], there are more than 65536
Lagrange multipliers to be determined. Thus, it would be
prohibitive to solve the problem at every channel realizations.
In our paper, we attempt to address a solution which can avoid
these problems.

First, we propose a new precoding method for single stream
multiple-input multiple-output (MIMO) systems with a PNC
scheme based on the modulo operation [14]. In our work, we
focus on the minimum distance of the received constellations
which is associated with the symbol error rate (SER) [21]. We
separately optimize the filters for the MA and BC stages to
maximize the respective minimum distance. Then, the transmit
and receive filters of the ENs and the RN are optimized
for the MA and BC stages assuming global CSI. For our
work, we approach the problem by examining an upper bound
of the minimum distance. The precoding can be obtained
to maximize the upper bound by applying a semidefinite
relaxation method [22]. We prove that for the system with
linear detection, the precoding of the MA stage combined with
the modulo operation for PNC is jointly optimal.

In terms of detection at the RN, we consider both maximum
likelihood detection (MLD) and linear detection (LD). For
the LD system, an iterative method is proposed to obtain the
optimal precoding which maximizes the minimum distance.
Also, we derive closed-form precoding methods of the optimal
transmit and receive filters of the LD systems for certain con-
figurations. Especially, in order to find the exact solutions, our
max min problem can be changed into a simple maximization
problem by imposing additional constraints. Also, to reduce
the complexity, a suboptimal non-iterative precoding scheme is
presented. Simulation results show that the performance of the
suboptimal strategy for LD systems is within 1 dB at a bit error
rate (BER) of 10~* compared to the optimal performance.
Also, the proposed systems achieve 2-3 dB gains at a BER of
10~ over the optimal AF systems.

Throughout this paper, normal letters represent scalar quan-
tities, boldface letters indicate vectors and boldface uppercase
letters designate matrices. C denotes a set of complex num-
bers, and A and tr(A) stand for Hermitian and trace of a
matrix A, respectively. Also, a* indicates the conjugate of a
complex number «a, and || - || is defined by Frobenius norm.
Finally, I, is denoted as an identity matrix of size a.

II. SYSTEM MODEL

Fig. 1 illustrates a relay system where two ENs A and B are
equipped with N4 and Np antennas, respectively, and one RN
has Ny antennas. Both ENs exchange the data through the RN
assuming the same modulation level for the data symbols. We
assume that global CSI is available at all nodes. Also, there
is no direct link between the ENs, and both ENs are assumed
to transmit a single stream. Half duplex systems are assumed
where transmission and reception at a certain node must be
carried out in different time slots.
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Fig. 1. Schematic diagram of a precoding scheme with PNC

Let us define x; as one of an M-QAM symbol transmitted
by EN i for i = A and B, which consists of the inphase
x;; and quadrature z; as x; = @iy + jxig (j = /—1) with
E{|z;|*} = 1. Here, x;; for k = I and @Q is obtained as
zi1, = M(s;1,) where M(-) denotes a v/M-PAM constellation
mapper, and s;; and s, € {0,1,..., VM — 1} indicate the
equally probable information corresponding to the inphase and
quadrature of x;, respectively. Then, x;; is calculated as
28— (VM —1) "

V2E
where £ = (M — 1)/3. For BPSK, z;; is defined as x;; =
2s;;7 — 1 where s;; € {0, 1}

At the MA stage, both symbols at EN A and B are precoded
by the transmit filters uy € CN4*! and up € CVsx!
with [[ua]|? = |Jug||? = 1, respectively, and are transmitted
simultaneously to the RN. Fig. 1 (a) depicts the schematic
diagram for the MA stage where link 7 indicates the link
between EN 7 and the RN for ¢ = A and B. Then, the received
signal at the RN is expressed as

Yr = VPaHauszs ++/ PpHpupap + zgr (2)

where P; and H; € CNr*Ni denote the transmitted power
and the channel matrix of link 4, respectively, for i = A
and B, and zr ~ N(0,0%1y,) represents the circularly
symmetric complex Gaussian noise. We also assume that the
elements of the channels H4 and Hp are generated with
an independent and identically distributed (i.i.d.) complex
Gaussian distribution with zero mean and unit variance, whose
magnitudes have a Rayleigh fading distribution.

After receiving the signal from the ENs, the RN first detects
(T4, %p), and then employs PNC to determine the transmitted
symbol sg from the estimated symbol set (Z4,Zp), where s
is defined as the transmitted data at the RN. For detecting two
symbols (Z 4, Zp) at the RN, we consider both MLD and LD.
For the MLD, the following operation is utilized.

(Ta,2p)= argrrilegg YR —vPyHauaz 4 —/PsHpugp 112 (3)

Tik
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The detection operation for LD will be described later.
After the detection, the RN generates s by the modulo
operation [14] as

Cx(sak, SBk) 4)
= (Sak + spr) mod VM for k=1 and Q

SRE

where Cp(+,-) indicates the PNC function for inphase or
quadrature, and (-) mod /M is defined by the modulo
operation of size v/M. In (4), the modulo operation separately
computes the inphase and the quadrature. For BPSK, sgr
is given by sgpr = C](SA], SB]) = (SA] + SB]) mod 2.
Note that the candidate set of (za,zp) for the detection
(3) is changed as {(SA], 5:417 SBI, S/BI)| C](SA], SB[) 7&
C](S;U, S/BI) or CQ(SAQ, SBQ) # CQ(S;XQv S/BQ)} by the
PNC function.

At the broadcast (BC) stage described in Fig. 1 (b), the RN
broadcasts the determined symbol xp = M(sg) to EN A and
B. Then, the received signals at the ENs can be expressed as

Yi=V PRHf{quR +z;

where Pr denotes the transmitted power of the RN, z; equals
the i.i.d. Gaussian noise with variance o2, and up € CVr*!
represents the beamforming vector of the RN with ||ug||? =
1. For simplicity, we assume reciprocal channels for both
stages (i.e. the channel of the BC stage is equal to the
Hermitian channel of the MA stage).

At EN 4, the linear combining vector g, € CNix1 js
employed with ||g;||> = 1. Although the LD is suboptimal
in general, it was shown in [23] that the LD approaches the
optimal performance when one stream is transmitted. The
received signal with the receive filter g, is rewritten by

yi = VPrgl H upzg + 2

where y; = gly, and z; £ glz,;. The filtered noise z; has
o? variance. Then, EN A detects the symbol 2 using MLD.
After that, utilizing its own symbol s 4, the other EN’s symbol
sp 1s obtained as

for i = A and B

fori=Aand B (5)

sk = (Sak + Srr) mod VM.

Similarly, EN B can detect the symbol s 4.

III. PROPOSED STRATEGIES FOR PNC MIMO SYSTEMS

In this section, we present a method to maximize the
minimum distance subject to individual power constraints
PA < PAc7 PB < PBC and PR < PRC where PAc7 PBC
and Pp, stand for the power constraints of EN A, B and
the RN, respectively. We separately optimize the filters for
the MA and BC stages to maximize the respective minimum
distance. Especially, for the MA stage, we solve the problem
considering the PNC. We start with optimizing the MA stage
for MLD and LD in the following.

A. Optimization of the MA Stage for MLD systems

Here, we design the optimal transmit filter at the MA stage
when the RN employs MLD. It is well-known that in order
to optimize the error performance of the MLD, the minimum

4153

0=C(0,0)=C(L1)

1=C(0,1) =C(1,0)

Fig. 2. Received constellation points (s4, sp) for two way PNC with BPSK

distance should be maximized [24]. The squared minimum
distance of the MA stage is defined as

@2 insan 2 minl| v/ PaHawa (8(sar, s4) + i0(s10.540))
+V/PaHpup (8(spr. s1) + 8550, 550) ) I/ (6)

where 0(s;x, si) = M(si) — M(s)y,) for i € {A, B, R} and
ke {I,Q}, and S £ {(sar, 8,881, 8p)|C1(sar, sB1) #
C1(sap: spr) or Co(saq,s8q@) # Cq(shq Sq)}- Then,
we consider the following relation [16] about the minimum
distance

. PaHAUAmin ]|
dimMASUMAémm<||n ataBui

ok
|[vVPsHpupminl|? 7
ok

where Gpin £ min |§(s;7, s5;)| = min|8(siq, sig)| for sip #
sgk. Equation (7) implies that the minimum distance of the
MA stage cannot be greater than that of link A or B due to
the MA interference.

First, we optimize the transmit filter u; to maximize the
upper bound Uma in (7). Suppose that singular value de-
composition (SVD) of the channel matrices is expressed by
H; = U;%, VY (i = A and B) where U; € CNr*Nr and
V; € CNi*Ni gare the left and right singular matrices of H,
respectively, and the diagonal terms of ¥; € CNr*Ni equal
ordered singular values of H;. Then, using a beamforming
solution in [25] to maximize ||v/P;H;u;0min||, u; can be
derived as

fori=A and B (8)

T
u, = Vj

where v;; represents the first column of V.

Second, we will show that in the BPSK system dfnin’MA
equals the upper bound Uy by utilizing the modulo operation
for the PNC. With BPSK, there are four candidates of the
minimum distance : d? = ||2y/PaHaul,|[?/0% for sa; =
spr = s, = 0 and s, = 1, d3 = ||2¢/PgHpul /0% for
sar = 84y = spr =0 and sz, = 1, d2 = ||2y/PaHaul, +
2\/P_BHBuTB||2/UI2% for sar = spr =0 and sy, = sl3; =1,
and d3 = ||2¢/PaHau!, — 2/ PgHpul|[2/0% for sar =
spr=0and s; =spr =1

Then, when choosing the modulo operation for the PNC,
we have the relations C7(0,1) = C;(1,0) and C;(0,0) =
C1(1,1). Thus, from these relations and the condition S in (6),
ds and d,4 is excluded in the candidate set of the minimum
distance. As a result, the minimum distance is given by
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min(d?, d3) which is equal to the upper bound Ups4 in (7).
Note that the minimum distance achieves the maximum upper
bound.

Fig. 2 depicts an example of the received constellation
points for BPSK, where there are four distances among
constellation points. In this figure, it can be shown that the
distances a; and ao are determined by the gains of link
A and B assuming no MA interference, respectively, i.e.
0} = |[VPAHAU Gminll? and a3 = ||[VPrHpuld
Then, the other distances a3 and a4 can be regarded to be
generated by the MA interference. Since az becomes the
minimum distance without PNC in this figure, as would
dominate the system performance. However, after as and a4
are excluded in the candidate set of dy;, by the modulo
operation for PNC, a3 and a4 have no effect on the system
performance. Note that the MA interference is removed by
utilizing the modulo operation for PNC in the BPSK system,
so that d?nin’M A approaches the upper bound Uyma. However,
for higher modulation in the ML system, we do not know
whether there exists the optimal PNC which achieves the
optimum minimum distance. In the following section, we
consider general modulation levels utilizing linear detection
at the RN.

B. Optimization of the MA Stage for LD systems

In this subsection, we derive the optimal transmit and
receive filters for general constellations assuming that the RN
employs LD. In the LD system, the receive filter projects y
onto one complex dimensional signal by considering that PNC
generates one symbol sr. Denoting the receive filter at the RN
as gp € CNrX1 with ||gg||> = 1, the received signal in (2)
is rewritten as

yr = \V/PagiHauaza + v/ PpghHpupap + 2r

where yr = glly, and 2r = gl zp.

To simplify the derivation, we define u; = V,f; and
gr = Uatpg. Since U; and V; are unitary matrices, we will
optimize f; and tr instead of u; and g5 without loss of gener-
ality. With these relations, it follows yr = /Pat2 S af gz 4 +
\/EthRzBfoB + 2R, where UR e UAUB. Then,
similar to the MLD system, we have the following bound

| V PAthAfAéminP

C))

2 A .
drinMa LD < Uma Lp = min (

o% ’
|\/PBt§UREBfB<SmmI2 ) (10)
5 )
ORr

Note that Upap is the same as the minimum of the signal-
to-noise ratio (SNR) with no MA interference.

Next, we maximize the upper bound Uya 1p. We will show
that by adopting the modulo operation for PNC, dfmn’M A LD
achieves the maximum Uya 1 p. First, we maximize the SNR
in (10) individually. It can be easily checked that we need
Py = P4, and P = Pp, to maximize the SNRs. Applying

the Cauchy-Schwarz inequality, f 4 and fp which maximize
»itr

VRS asHtg

each SNR can be computed as f 4 = and fg =

»2UTtR
\/thRszgUﬁtR

, respectively.
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Substituting these equations into (10), our problem can be
formulated as

(1)

tr arg max min(«, )

R
S.t. ||tR||2 =1

where a £ tEY 2 tr and B 2 Pt UrXpXilUlty.
Here, Ppa represents Pp./Pa,. Although this problem is
not concave in general, it can be solved by a semidefinite
relaxation method [22]. Once ty is computed iteratively from
convex optimization based on the relaxation method, we can
also calculate gTR and uz.

From the optimal th, the upper bound Umarp
min(Pa, u, PBCV)(SIznin/az% can be maximized where y =
tHIanHtl and v 2 1 URSpSH UL represent the
squared effective channels for both links. Then, while keeping
the maximum value of Uya 1p, the values of P4 and Pp are
recomputed as

Pl =Pa.and PL=LP,.  if Pap< Ppov (12)
1%

Pl = %PBC and P}, = Ps,  if Pa.pu> Ppov.
Note that the above expressions maintain the maximum value
of Umap. Also, these conditions make both links have the
equal effective channel (P};u = P]];u), and this equal channel
approach will be useful to show that the modulo operation is
optimal with the derived precoding.

Now, we prove the joint optimality of the modulo operation
together with the above obtained precoding. We have already
known that P;f, g}i and u;r maximize the upper bound of
the minimum distance. Putting these parameters into (9), we
will check the actual minimum distance with PNC. Denoting

the same effective channel in (12) as g = \/P;;ngH AuTA =

\/P}; g}'{H H Bu}; which is the channel gain in (9), the squared
minimum distance in the LD system can be expressed as
2 N 92
. / . !/
Ainin,MA LD = o poy | |5(SA1, sar) +70(saq, SAQ)
R

+8(spr, 1) + 50(spa, sho)|| (13)

The equation (13) can be constructed by applying the LD
receiver gTR to (6).

By substituting (1) into (13), it follows

2 2
d?nin,MALD:mSin% |21 +jZQH2’ (14)

where Z; £ (sar + sp1) — (s)y; + 8'5;) and Zg £ (saq +
sBQ) — (Sag + 8Bg)- In (14), both Z; and Zg, are integer
numbers from the interval [—(v/M — 1) M — 1] since we
have s;, € {0,1,---,v/M — 1}. Note that if the condition
set S = {(sar,8ur sB1,850)|Cr(sar, spr) # C1(slay, Spr)
or Cq(saq,sBq) # Cq(shg,Spo)} is not considered in
(14), the minimum distance would be zero. For example,
substituting sa7 = sag = sp; = sjBQ =0and spr = spg =
slay = Sag = 1 into Z1 and Zg, it follows Z; = Zg = 0,
and then, we can check d7;, \ia1p = 0 in (14).

Let us employ the modulo operation for PNC to see how
the zero value of the minimum distance is changed. The
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Fig. 3.
4-PAM

Received constellation points (sax, spk) for two way PNC with

necessary and sufficient condition for zero minimum distance
in (14) is sa; + spr = s'4; + sy and saQ + spg =
SAQ + s’BQ. This condition leads to both Ci(sar,spr) =
Cr(8ar,81) and Cq(saq, sBQ) = Cq(shq, sg) from (4),
which contradicts the condition Cr(sar, sgr) # C1(s'ss, 851)
or Cq(s54q,sBQ) # Cq(shg, Spgo) in the minimum distance
function (14).

Thus, employing the modulo operation for PNC, the min-
imum distance can avoid zero minimum distance, so that it
will be greater than the second minimum distance, which
can be easily found as 2¢?/€0% (dZ;, vap > 29°/E0%)
when Z; = 1 and Zg = 0 in (14). Although we do
not check whether the modulo operation can remove the
second minimum distance or other candidates of the minimum
distance, it is not necessary since it is enough for the proof to
have the relation dinma LD > 29%/E0%.

Next, we examine the value of the maximum upper bound

of the minimum distance. Plugging g = \/PlgTRHHAuZ =

\/PT; gTRHH BuTB into the upper bound in (10), the maximum
value can be expressed as g%62;, /0%. Since we have 62, =
2/€ by definition and (1), it follows UJ,IA’LD = 2¢%/E0%
which is the same as the lower bound of the minimum dis-
tance. After all, we can conclude that the parameters obtained
to maximize the upper bound of the minimum distance are
optimal when combined with the modulo operation for PNC.

We can check this again in Fig. 3 which describes the
inphase or quadrature of 16QAM. In this figure, some points
are overlapped due to the same effective channel, which
we refer to as co-points hereafter. The modulo operation
design allocates the co-points to the same encoding output,
so that errors caused by these points can be avoided. Also,
all the distances b; become the same maximized values. It
is interesting to note that the obtained maximum value of
the minimum distance is the minimum SNR in (10) with
no MA interference. Thus, we can conclude that the modulo
operation for PNC removes the MA interference completely,
and provides the optimal solution which achieves the upper
bound.

Now, we present detection for the LD system. For the LD
system, the received signal is simply expressed as yrp =

g(xAj + zpr + j(xAQ + JJBQ)) + zp. Considering that
SAk + Sy 1s necessary for the modulo operation in (4), we
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can just detect xpy, = Tar + Tpr as
Try = argmax |yry — grre|? for k=1Tand Q, (15)
TRE

where yrr and yrq represent the real and imaginary parts
of yr, respectively. Then, sax + Spr can be obtained using
Sak + spr = \/E/2 Tpr + VM — 1. Since co-points are
generated by the same effective channel as shown in Fig. 3,
the search size of the LD system becomes 4v/M — 2.

C. Optimum closed-form solutions for the MA stage with LD
systems

Although an iterative procedure is required to solve (11)
in general, closed form solutions are available for two special
cases, which will be described in this subsection. For these so-
lutions, we will first transform our problem into a new one by
adding one more constraint. Let us define a feasible set of tr
as U =WUW where W £ {tp ¢ CVNe*1 | o > 3, ||tg|]® =
1} and W £ {tgp € CN=X1 | o < B, ||tg||*> = 1}. For
tr € W, we denote the maximum value of min(«, 3) as Og.
Also, forty € W, O,, is defined as the maximum value. Then,
the problem (11) can be expressed as tp = arg max(Oq, Og).
Before solving this, we check two possible solutions. The first
possible solution is the eigenvector corresponding to the max-
imum eigenvalue of UgrX BZg Ug , denoted as up;, which
maximizes [ [25]. If ugy is an element of W (ug; € W),
Og is obtained with t g = ug;. Then, ug; would be a solution
of (11) since Og > O, in this case.

Next, we can check the second possible solution e; where
e; 2 [10 --- 0] is the eigenvector corresponding to the
maximum eigenvalue of X AZ’X , which maximizes «. Similar
to the first possible solution, if e; € W, the optimal tg
becomes e;. If no solutions are available (i.e. ug; ¢ W and
e; ¢ W), we apply the following theorem.

Theorem 1: Consider a problem which maximizes
min(tf Katr, tHKptr) for tg € U, where
Kia 2 Sa% /0% and Kp 2 UpXpXiULPga/o3
are positive semi-definite (PSD). Let us denote k; as the
eigenvector corresponding to the maximum eigenvalue of
K, for ¢ = A and B. Then, for the case of ky ¢ W
and kp ¢ W, a solution exists in the reduced set
= {tR € CNrx1 | a =0, ||tR||2 = 1}

Proof: See Appendix. |

Based on the result of Theorem 1, we obtain one more
condition t 2K 4t = t K ptr. Then, if ug; ¢ W and e; ¢
W, another solution of our problem (11) can be expressed as

t}r% = argnéaxthAtR:argnéaxthBtR (16)

R R

S.t. ||tR||2 =1 and tg(KA — KB)tR =0.

Note that the original problem is transformed into a simple one
(16). Then, the algorithm to find the optimal tk, which we
will refer to as the max-min algorithm is summarized below.

Ifup e Wore; ¢ W
" up; forur € W
tR:
€1

else
tr is obtained by solving the problem (16).

fore; € W




4156

In the max-min algorithm, it can be easily shown that the two
cases up; € W and e; € W do not occur simultaneously.
Once tr is computed from this algorithm, we can also
calculate gTR and uz.

Now, a closed form solution of (16) will be presented for
Ngr =2orrq =rpg =1, where r; stands for the rank of H;
for i = A and B. In (16), since K4 and Kp are Hermitian
matrices, K;, £ K4 — Kp is also Hermitian. Denoting
eigenvalue decomposition of K; as K; = U;C LUf , wWe
set tg = Uptg for simple derivations, and then we will find
tr to satisfy (16). With this relation, the problem (16) can be
transformed into

max tAUPK, U, tx (17)
R
Nr
st |[Eg|* =1and > exltel> =0
k=1

where tj, is the k-th element of t» and ¢, stands for the k-th
eigenvalue of K .

1) Nr = 2: First, we check existence of a solution. In this
case, from the constraint of (17), it can be shown that the

magnitudes of ¢; and ¢y are calculated as |t1] = 626_201 and

[ta] = /=== If there do not exist solutions (i.e., 2 <0
c1—cC2 c2—C1

or 610_162 < O), it can be checked that thAtR is always

smaller or always greater than tg Kptgr for all tr. These
cases satisfy ug; € Wor e; € W in Section III-B. Since the
problem (16) has the conditions uz; ¢ W and e; ¢ W, there
exists a solution.

Next, we determine the phase of ¢; for (17). Since Uy, and
K4 are 2 x 2 matrices, the problem can be simplified to

2 2 2 2
_H — 041 |W1|° + 0% |W
maxtr UYKAU T = max ] : I (18)
ER w1, w2 O'A

where o) equals the k-th singular value of H; for i = A and
B, and w; indicates the j-th element of Urtr. Substituting
|w1|? + |we|?> = 1 into (18), it follows that the problem is
equivalent to maximizing w1 |? =|ull|tz|? with 0%, > 0%, >
0, where u?, is defined as the first row of Uy. Denoting u}
as the i-th element of ur1, we have |w;|? = |uit; + usta|?.
Then, to maximize |wy|?, we choose the phase of ¢; as /t; =
— Zuy;. Finally, the optimal solution of tz for Nz =2 can be

calculated by
T
. c .
exp(—jLui) 4/ o _1 o exp(—jéug)l

th = l “
Cy — C1
2) r4 = 1 and rp = 1: This case encompasses the system
with Np = 1 or Ny = Np = 1. First, we will show that

the rank of K equals two. From r4 = rp = 1, K, can be
expressed as

41 0 ell
K, — [e u } % . (19)
L 1 URi 0 _PBGA;—QBI [ ul, 1

Since the channel is independently distributed, e; and up; are
linearly independent. Thus, the rank of K, in (19) is equal to
2. Then, one constraint of (17) is given by c;|t1|>+cat2|? =0
regardless of Ng.
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Also, from r4 = 1, the cost function in (17) becomes
ailfgumuglfp;/ai. Similar to the case of Np = 2, /t;
is selected as /t; = —Zu,;. Substituting these phase values
into uf tp, the problem for |¢;| is formulated as

maxthuzul Ty (20)
R

Ngr

maxz ]| #5]

[ti] “
i=1
s.t. [|[Er]]> =1 and ¢;[t1 | + ea|t2]® = 0.

Using a Lagrangian method for this problem, |¢;| can be
calculated as

lur] + /=t |ua| \/ ek |un] — gt usl
[ti] = ,ta] =
(1-2) Mi-2)
| .
and |¢t;| = 3 for i =3,4,---,Np
where

C1 2 Nr
= (|u1|+ —C—|ug|) +Z|Ui|2.
2 i=3

D. Suboptimal strategies for the MA stage with LD

In the previous subsection, closed-form solutions have been
presented for two special cases. For more general config-
urations, however, the problem (11) or (16) still requires
an iterative process. In this subsection, we propose a non-
iterative suboptimal LD scheme which solves the problem (16)
with reduced complexity. Basically, this suboptimal solution
is assumed to be used with the max-min algorithm.

First, assuming that one link is turned off, we find a solution
for the other link without interference. The optimal solution
for the respective link can easily be obtained by the method
in [25]. A solution for link A, which maximizes K4, is
calculated as t, 4 = €. Also, tp 3 = ug; optimizes link B.
To make the best of both links, two solutions can be combined
as

1 _ t}%,A =+ t}{,B
R™ 7.1 1
[th.a + tr 5l

To further improve this combined solution, we consider the
following bound of min(«a, 5) in (11)

o+ f

2 )
where the equality holds if and only if = . By maximizing
a—+ (3 instead of Uyma b, We have another solution, denoted as
t%, which is the eigenvector corresponding to the maximum
eigenvalue of K4 +Kp [25]. Now, a new suboptimal scheme
determines tx by selecting one of the two solutions t} and
t% as

min(a, ) <

t}r% = arg max Upa1p(th).
th
Interestingly, it will be shown in the simulation section that
the performance of this simple selection method is quite close
to the optimal LD algorithm in Section III-B.
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Fig. 4. Minimum distance comparison between the full power and the equal
channel case

E. Discussion on full power strategies for LD systems at the
MA stage

In (12), we have already calculated the transmit power
for the LD system, which maintains the maximum upper
bound Umarp, and have shown that the minimum distance
can achieve this maximum value by the modulo operation.
However, it is not full power transmission. In this subsection,
we will show that the full power strategy not only wastes
power in terms of the minimum distance, but also degrades
the performance for high modulation levels.

For simple explanations, we rewrite the equation (9) as

Yr = V Pagaza +/ Ppgprp + 2R,

where g4 and gp represent the effective channel. Without loss
of generality, we assume /Pa.g4a > +/Pp,gp with full
power for BPSK. The minimum distance is a = \/ P, gBImin
as shown in Fig. 4 (a). In this figure, the points inside the
dashed circle indicate the clustering made by the modulo
operation. Thus, no error is caused by these points. In Fig. 4
(b), we also depict the received constellation points with the
equal channel case which results from the power allocation
(12). Then, we can check that lower power P, satisfying
VPaga = /Pp.gp in Fig. 4 (b) has the same minimum
distance as the full power case with P4.. Thus, we can see
that the full power is not necessary in terms of the minimum
distance for BPSK and QPSK.

Moreover, for high modulation levels, the full power trans-
mission can degrade the performance compared to the equal
channel case. In Figures 4 (c) and (d) which illustrate the
inphase of 16QAM systems, the full power case exhibits
smaller minimum distance than the equal channel case due
to the spread of the points, which results in a performance
loss. Thus, we conclude that it is important to adopt power
control for higher modulation levels. This will be confirmed
later in the simulation section.

F. Optimization of the BC Stage

In the BC stage, the RN transmits the processed signal
v Prugpxpr to the ENs simultaneously. Similar to the MA

4157

stage, we consider the squared distance between the constel-
lation points at the ENs defined as

d]%C,i(SRﬂ SIR)
= |V Prg!"H{ ur(5(srr, sgr) + j0(srq, ko))’ /07, 1)

for i = A and B. Then, we define the following minimum
distance which is the most dominant factor for the SER of the
BC stage

2 A 2 2
dmin,BC = min (dmin,Bc,Aa dmin,Bc,B) (22)
2 A sgy HypH 2/ 2
where dmin’BCJ = min dBC’i = |vPrg; H;  uplmin|*/o; for
1= A and B.

Now, we identify g, and ur which maximize dfmn’BC.
Similar to the MA stage of the LD system, we set g, = V;t;
and ugp = U4fg. Substituting these expressions to (5), the
received signal is obtained as

ya =V PrtAXHfraR + 24
YB =/ PRthgUngJJR + zB.
Similar to Section III-B, to maximize d7,;, pc 4 and d2.;, e g

Yt

ViR S xi fr

and

the received vectors are given as t4 = and

H
tp = \/fHUZE URf:UHf . Then, using these solutions,
Ur>p > R
(22) can beR expreszedBas "
d12nin,BC
s e fRURSpRHURS
:PRdfninmin< RZACATR ZRZREPEBTRIR (03
04 Op

Interestingly, maximizing d?nin,Bc is very similar to the pro-

cedure of max min(a, 8) in Section III-B. Thus, the transmit
filter fr can be solved by the results in Section III-B, III-C
and II-D. In this case, the relay transmits with full power
(Pr = Pre).

IV. SIMULATION RESULTS

In this section, we evaluate the following systems in terms
of the BER: The MLD system, the LD system with an iterative
method (opt-LD), and the suboptimum LD system (sub-LD).
The individual power constraints are applied as P4, = P, =
Pr. = P. Also, the average SNR is defined as P/o? with
0% = 0% = 0% = 0. We use a notation of Ny x Ng x Np
for representing antenna configurations in this section.

In Fig. 5, we plot the results of the proposed systems
with BPSK for 3 x 3 x 3 relaying networks. First, we can
check in this figure that MLD exhibits the best performance
as expected. It is interesting to note that the performance of
the opt-LD is the same as that of MLD in this configuration.
From this result, we may check that our approach of mapping
into one complex dimension by LD and removing the MA
interference by PNC is effective. Also, it can be checked that
the performance of the sub-LD is within 1 dB at a BER of
10~* compared to the opt-LD with much lower complexity.
In addition, the performance of two-way AF systems with the
optimal precoding in [9] for one stream is presented, which
require an iterative gradient method. We can see that our
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Fig. 5. BER performance of the 3 X 3 x 3 two-way relaying networks with
BPSK

N, =N, =N_=3, QPSK
10 T T
Full power opt-LD
—*— opt-LD
—4— sub-LD
—+— Optimum two—-way AF

10

SNR [dB]

Fig. 6. BER performance of the 3 X 3 x 3 two-way relaying networks with
QPSK

proposed systems provide 2-3 dB gains at a BER of 10~* over
conventional two-way AF systems. This performance gain can
be attributed to the fact that the RN of two-way AF adds two
symbols from the ENs as one transmitting signal, while the RN
with PNC encodes one symbol which consumes less power
than the two-way AF case. Also, since the AF systems are
not able to remove the noise at the RN, its power is boosted
when the RN transmits the signal.

Fig. 6 depicts the BER performance of the proposed systems
with QPSK for 3 x 3 x 3 antenna configurations. Note that
MLD solutions are not available for QPSK. Similar to Fig. 5,
the proposed systems achieve 2-3 dB gains at a BER of 10~%
over two-way AF systems. As expected from the analysis in
Section III-E, full power transmission has almost the same
performance as the opt-LD with the equal effective channel.
The slight gap between two systems reflects that the BER may
not be exactly the same, even if these systems have the same
minimum distance.

In Fig. 7, the BERs are exhibited for 3 x 2 x 3 systems.
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Fig. 7. BER performance of the proposed 3 X 2 X 3 two-way relaying
networks with 16QAM
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Fig. 8. Diversity comparison of the proposed suboptimal systems with QPSK

In this figure, the LD systems with a closed-form solution
is referred to as the closed-form LD. It can be shown that
the closed-form LD has the same performance as the optimal
approach, which confirms that our derived solution is correct.
Also, we can check in this figure that the performance of full
power transmission is severely degraded at high SNR due to
the MA interference, as discussed in Section III-E. Thus, it is
important to adopt power control for high modulation levels.
In addition, we can see that the proposed systems have a 3
dB gain compared to the optimal two-way AF systems.

Finally, Fig. 8 evaluates the sub-LD with various antenna
configurations. It can be noted in the plot that although
suboptimal solutions are adopted, our systems achieve a full
diversity order Ng min(NN4, Ng) as shown in [26]. From the
simulation results, it is clear that our proposed systems are
very effective for relaying networks.
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V. CONCLUSION

In this paper, we have considered a design of two way
wireless relaying systems. Assuming the modulo operation as
PNC, we have first proposed iterative methods for the optimal
precoding which maximizes an upper bound in individual
power constraints. We separately optimize the filters for the
MA and BC stages. Then, we have proved that the precoding
of the MA stage is jointly optimal with the modulo operation
method for PNC. Also, for the cases of Ng =2orry =rp =
1, we have derived a closed-form solution for the precoding.
To deal with exact solutions, we change our max min problem
into a simple maximizing problem by imposing additional
constraints. Also, to lower the complexity, we have proposed
a simple suboptimal precoding whose performance is within
1 dB compared to the optimal systems. It has been shown
from the simulation results that the proposed systems achieve
2-3 dB gains at a BER of 10~ over the optimal AF systems.
Also, we have shown that a full power strategy in the system
with individual power constraint degrades the performance.
An extension to the case of non-equal modulation levels is
left for further study.

APPENDIX
PROOF OF THEOREM 1

First, we consider tg € W which maximizes tg Kgptp.
Although tp = kp maximizes thBt R, this cannot be a
solution because of the assumption kg ¢ W. Let us denote

~ tel’kp + (1 — tkw
 |tedkp + (1 — t)kw|
for kyy e W, —7 < 0 < 7 and 0 < ¢ < 1. Then, defining
M 2 kBKpkp and | 2 ki kp, we have ki Kpkp = MI.
From these, kg K gk can be expressed as

Mt +m(1 —t)* + 2R[lexp(j0)]t(1 — t)
(2 —2R[lexp(§0))t? — (2 — 2R[l exp(jO)])t + 1

Z

kI Kpk,=

where m £ kil K gkyy, and R(-) stands for a real element.
After some mathematical manipulations, the derivative of
kg Kk with respect to ¢ is calculated by

%k?KBkZ
_ —2(M —m){(1 — R[Nt + R} (¢~ 1)

{(2 — 2R[1ei?))e2 — (2 — 2R[lei?])t + 1}2

(24)

In this equation, since the maximum of kg Kgky is M, and
K g is PSD, it follows M > m > 0. By using this inequality,
(24) is positive for % < t < 1. Then, it can be
shown that for any § € Q = {00 < R[lexp(j0)] < 1},
kgK pkz is a monotonically increasing function of ¢ for 0 <
t < 1. This implies that k& K sk is larger than kiy K gky
for an arbitrary kyy € W, since k is equal to kyy for ¢t = 0.

Next, for an arbitrary ki € W, we check if there exists kz
in the reduced set V for 0 < ¢ < 1 and 0 € ). Denoting ni, ny
and ng as ny 2 kil (K4—Kp)kw, ns 2 —ka (Ka—Kp)kp
and ng = %[k{,{V(K 4 — Kp)kp], respectively, the equation
k7 (K4 — Kp)kz = 0 can be expressed as

(n1 — N9 — 2n3)t2 — 2(TL1 — n3)t +n1 = 0. (25)
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One solution for this equation is t7 = 1/(1 + (32)? +mn2—

72). Since we have kyy € W and kp € W, both ny and
ng are non-negative. Then, it follows 0 < tt < 1. It can be
noticed that ¢ is valid for all & € Q. Thus, there exists k
which satisfies kK K 1k, = kIl Kpk.

Finally, from the above derivations, for an arbitrary ky, €
W, there exists k in the reduced feasible set k; € V (i.e.
k;Kaiky = ki Kpky), which satisfies that k; Kgky is
larger than k{/{VK skw . Thus, for t g = kyy € W, to maximize
the problem, a solution exists in the reduced set V. For tr €
W, we can prove in a similar way.
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