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Abstract—In this paper, we propose new relay transceiver de-
signs based on the minimum mean square error (MMSE) criterion
for amplify-and-forward multiple-input–multiple-output (MIMO)
relaying systems with direct link. Since each antenna element is
equipped with its own power amplifier, a norm power constraint,
which restricts the transmit power with the expected norm of the
transmit signal vector, is not suitable for practical systems. There-
fore, we consider a shaping constraint (SC), which imposes a limit
on the shape of the transmit covariance matrix. The SC includes
several power constraints such as the peak power constraint and
the per-antenna power constraint as special cases. To this end, we
first derive the optimal structure of the MMSE relay transceiver
under the SC. Then, by introducing an upper bound of the mean
square error, we provide closed-form relay transceiver solutions.
Due to limited bandwidth of the feedback channel, perfect chan-
nel knowledge at the transmitter may not be feasible. Thus,
we also propose a quantized relay transceiver design based on
Grassmannian codebooks for a limited-feedback scenario. From
simulation results, it is confirmed that the proposed relay
transceiver techniques demonstrate a significant performance im-
provement compared with conventional schemes.

Index Terms—MIMO systems, transceiver design, relay,
MMSE, direct link.

I. INTRODUCTION

THERE have been intensive studies on multiple-input
multiple-output (MIMO) wireless systems to improve

spectral efficiency and communication reliability [1]–[4]. Re-
cently, relaying systems have been considered as effective
techniques to combat wireless fading and enhance link perfor-
mance [5], [6]. These benefits have motivated many researches
on MIMO relaying systems [7]–[10]. Among several relay-
ing protocols, the amplify-and-forward (AF) protocol which
forwards the amplified version of the received signal at the
relay has attracted considerable attentions due to its simple
implementation.

Over the past few years, many approaches have been in-
vestigated to study the optimum filter and analyze the perfor-
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mance of relaying systems assuming no direct link between
the source and the destination. In [11] and [12], the optimal
relay transceiver methods have been developed based on the
minimum mean-squared error (MMSE) criterion and the capac-
ity maximization, respectively. Also, closed-form source-relay
joint transceiver techniques which minimize the mean-squared
error (MSE) were introduced in [13].

Recently, it has been shown that when direct link between
the source and the destination is non-negligible, a filter design
considering the direct link can provide an enormous spectral
efficiency improvement [8]. However, the non-negligible direct
link makes the optimization problem even more complicated.
The authors in [14] have studied a local optimal source-relay
joint beamforming method under the end-to-end signal-to-noise
ratio (SNR) maximization criteria for relaying systems with
direct link. Also, a local optimal MMSE relay transceiver based
on a projected gradient method was developed in [15].

One of the most widely considered power constraints in
MIMO transmission is norm constraint (NC) which limits the
sum of the transmit power over multiple antennas [11], [12],
[15]. However, in practical implementations, shaping constraint
(SC) which imposes a constraint on the shape of the transmit
covariance matrix may be better suited to satisfy a system de-
sign requirement such as peak power constraint and per-antenna
power constraint. The author in [16] presented a transceiver
technique for point-to-point MIMO systems with the SC where
the number of data streams is equal to that of transmit antennas.
As a special case of the SC, in [17] and [13], maximum eigen-
value constraint (MVC) which ensures peak power constraint
was considered for point-to-point MIMO systems and MIMO
AF relaying systems without direct link, respectively. How-
ever, little works have been done in MIMO AF relaying with
direct link.

In this paper, we provide MMSE transceiver solutions for
the MIMO AF relaying systems with non-negligible direct link
under the SC. In this case, due to non-convexity of the problem,
identifying a closed-form solution is intractable. To circumvent
this difficulty, we first derive the optimal structure of the MMSE
relay transceiver under the SC as the multiplication of two ma-
trices. Then, by exploiting the decomposition technique [18],
the error covariance matrix is decomposed into a sum of two
individual covariance matrices. Unfortunately, in the presence
of the direct link, it is still hard to determine closed-form
solutions even with decomposed error matrices. To arrive at
tractable solutions, we obtain an upper bound of the MSE which
allows us to develop closed-form solutions. Then, we provide
the closed-form relay transceiver techniques which minimize
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the bound under the SC and the MVC for relaying systems with
the direct link.

To the best of authors’ knowledge, the optimal relay trans-
ceivers under the SC and the MVC have not been studied in the
existing literature, and thus the optimal performance of systems
with the SC and the MVC is not available. To validate the effec-
tiveness of the proposed schemes, as an alternative approach,
we impose a relaxation of the power constraint and introduce
closed-form solutions for the relaxed problems with the SC and
the MVC. Since feasible sets of the relaxed problems contain
that of the original problems, the performance of the solutions
for the relaxed problems can be considered as an upper bound
of the optimal performance.

Also, we consider a relay transceiver method for a lim-
ited feedback scenario, since perfect channel state information
(CSI) may not be available in practical wireless systems due to
limited bandwidth of the feedback channel. In [14], adopting
a single stream transmission scheme in MIMO AF relaying
systems with direct link, a quantization scheme based on
Grassmannian codebooks has been proposed. However, an ex-
tension of the work in [14] to the case of multiple streams is
normally non-trivial, since the relay transceivers in [15] and
[18] do not impose a specific structure.

Fortunately, the structure of the proposed relay transceiver
consists of two matrices which are determined by the relay-
to-destination link channel and the direct link channel. There-
fore, we employ two individual codebooks which are designed
to quantize each matrix, and show that the Grassmannian
codebooks could also be efficient in minimizing the MSE
of multiple-stream transmission schemes for relaying systems
with the direct link. Through simulation results, we confirm
that the proposed closed-form transceivers provide a substantial
performance gain compared to conventional methods.

This paper is organized as follows. In Section II, we present
the system model of MIMO AF relaying systems. The optimal
structure of the relay transceiver is introduced in Section III.
Section IV provides closed-form relay transceiver designs un-
der MVC and SC. The relay transceiver solutions for the
relaxed problems are presented in Section V. In Section VI,
a quantization technique for the relay transceiver is addressed.
Numerical results demonstrate the effectiveness of the proposed
schemes in Section VII. Finally, the conclusions are made in
Section VIII.

Throughout the paper, we will use the following notations.
The bold uppercase, bold lowercase and normal letters denote
matrices, vectors and scalars, respectively. We use the operators
(·)T , (·)H , ‖x‖, E[·], [A]i,i and Tr(A) to represent transpose,
conjugate transpose, Euclidean 2-norm of a vector x, expecta-
tion, the i-th diagonal element of a matrix A and trace of A,
respectively. IN is defined as an N ×N identity matrix. Also,
S
N indicates a set of N ×N positive semi-definite matrices.

A � B means that A−B is a positive semi-definite matrix.

II. SYSTEM MODEL

We consider MIMO AF relaying systems where direct link
between the source and the destination is non-negligible. As
shown in Fig. 1, the source, relay and destination nodes are
equipped with NS , NR, and ND antennas, respectively. In this

Fig. 1. System model for MIMO AF relaying systems with direct link.

paper, we assume that no CSI is available at the source. In
this case, the number of spatial data streams NS is bounded
as NS ≤ ND +min(NR, ND) where ND +min(NR, ND) is
the effective channel rank of the relaying systems with direct
link. A relay node operates in the half-duplex mode to assist
data transmission from the source to the destination, and thus
data transmission takes place over two time slots.

In the first time slot, the source broadcasts the signal vector
x ∈ C

NS to the relay and the destination. Then, the received
signals at the relay and the destination yR ∈ C

NR×1 and
yD,1 ∈ C

ND×1 are respectively written as

yR = HSRx+ nR and yD,1 = HSDx+ nD,1,

where HSR ∈ C
NR×NS and HSD ∈ C

ND×NS represent the
channel matrices of the source-to-relay and source-to-
destination link, respectively, and nR ∈ C

NR×1 and nD,1 ∈
C

ND×1 are the additive white Gaussian noise (AWGN) vectors
with zero mean and unit variance at the relay and the desti-
nation, respectively. Here the power constraint at the source is

given as E[xxH ] = ρINS
where ρ

Δ
= PS/NS and PS indicates

the available transmit power at the source.1

In the second time slot, the relay multiplies the received
signal by the relay transceiver GR ∈ C

NR×NR and transmits
the amplified signal to the destination. Then, the received signal
at the destination yD,2 ∈ C

ND×1 can be expressed as

yD,2 = HRDGRyR + nD,2,

where HRD ∈ C
ND×NR and nD,2 ∈ C

ND×1 denote the chan-
nel for the relay-to-destination link and the AWGN vector with
zero mean and unit variance at the destination in the second
time slot, respectively.

Now, we present the stacked received signal vector at the
destination yD ∈ C

2ND×1 as

yD =

[
yD,1

yD,2

]
=

[
HSD

HRDGRHSR

]
x+

[
nD,1

nD

]
,

where nD = HRDGRnR + nD,2 equals the effective noise
vector at the second time slot with covariance matrix RnD

=
HRDGRG

H
RHH

RD + IND
. Finally, by employing the receive

filter WD ∈ C
NS×2ND , the destination estimates the transmit-

ted data as x̂ = WDyD.

1It is also possible to consider peak power constraint or per-antenna power
constraint at the source node by simply multiplying the scaling factors to each
element of the signal vector x.



296 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 14, NO. 1, JANUARY 2015

Next, let us look at the power constraint at the relay. One may
consider NC which restricts the expected norm of the transmit
signal vector as E[‖GRyR‖2] = Tr(GR(ρHSRH

H
SR + INR

)
GH

R ) ≤ PR where PR indicates the transmit power budget
at the relay. However, since the NC may not be suitable for
practical implementation, we consider SC which imposes a
constraint on the shape of the transmit covariance matrix as

GR

(
ρHSRH

H
SR + INR

)
GH

R � S,

where S ∈ S
NR accounts for the shaping bound. Here, any

positive semi-definite matrix S can be adopted according to the
system requirement. For example, the peak power constraint
and the per-antenna power constraint can be employed by
invoking S as S = PpeakINR

and S = diag{P1, . . . , PNR
},

respectively, where Ppeak is the maximum output power at each
antenna and Pi denotes the available power budget of the i-th
antenna.

Also, MVC is a special case of the SC which imposes a limit
on the maximum eigenvalue of the transmit covariance matrix as

λmax

(
GR

(
ρHSRH

H
SR + INR

)
GH

R

)
≤ Ppeak,

where λmax(A) represents the maximum eigenvalue of a ma-
trix A. Note that the MVC satisfies the peak power constraint
maxi [GR(ρHSRH

H
SR + INR

)GH
R ]i,i ≤ Ppeak due to the fact

that maxi[A]i,i ≤ λmax(A) for A ∈ S
N [19].

III. OPTIMAL RELAY TRANSCEIVER STRUCTURE

In this section, we provide the optimal structure of the relay
transceiver for MMSE based MIMO AF relaying systems.

Defining the error vector as e
Δ
= x̂− x, the MSE minimization

problem under the SC can be formulated as

min
GR,WD

Tr (Re(GR,WD))

subject to Rc(GR) � S, (1)

where the error covariance matrix Re(GR,WD) is defined as

Re(GR,WD)
Δ
= E[eeH ] and Rc(GR)

Δ
= GR(ρHSRH

H
SR +

INR
)GH

R .
Note that this joint optimization problem is non-convex and

it is hard to find closed-form expressions for GR and WD.
However, for a given relay transceiver GR, the problem is
convex with respect to WD, and thus the MSE minimizing
destination receive filter can be obtained as [20]

WD =
(
HH

SRG
H
RHH

RDR−1
nD

HRDGRHSR +Ψ−1
)−1

HH
w ,
(2)

where Ψ
Δ
= (HH

SDHSD + ρ−1INS
)
−1

and Hw
Δ
= [HT

SD(R−1
nD

HRDGRHSR)
T ]T . Throughout this paper, we assume that

the optimal MMSE receiver WD in (2) is employed at the
destination. Then, the corresponding error covariance matrix is
given by

Re(GR) =
(
HH

SRG
H
RHH

RDR−1
nD

HRDGRHSR +Ψ−1
)−1

.
(3)

Now, we focus on the relay transceiver GR. In [18], by em-
ploying a Lagrangian method, the optimal structure of GR was
presented under the assumption of NC at the relay node. Since
this structure of GR decomposes the error covariance matrix
into two individual covariance matrices and makes the problem
more tractable, it is important to investigate the optimality of the
structure under SC. However, it is not immediate when it comes
to the problem with the SC because the SC makes it difficult to
derive the optimal structure of GR. In the following Lemma,
we introduce the optimal structure of GR which minimizes the
MSE while satisfying the SC.

Lemma 1: The structure of the optimal MMSE relay
transceiver GR for the problem in (1) can be expressed as

GR = FRWR, (4)

where FR∈C
NR×NS is an arbitrary matrix and WR is given as

WR=(HH
SRHSR+HH

SDHSD+ρ−1INS
)
−1
HH

SR∈C
NS×NR .

Proof: See Appendix A. �
Here, since WR is applied to the received signal at the relay

yR and the relay transmits the signal by multiplying FR to
WRyR, we call WR and FR as the relay receiver and the relay
transmitter, respectively. It is important to note that the derived
optimal structure of GR in (4) can be adopted to relaying
systems with any power constraints. Therefore, this result is a
generalization of the previous work in [18].

Let us define Ω
Δ
= WRHSRΨ and its eigenvalue decompo-

sition (EVD) as Ω = UωΛωU
H
ω where Uω ∈ C

NS×NS repre-
sents a unitary matrix and Λω ∈ C

NS×NS denotes a diagonal
matrix with eigenvalues λω,i for i = 1, . . . , NS in descending
order on the main diagonal. Then, following the relay filter
structure in (4), it has been shown in [18] that the error
covariance matrix in (3) can be decomposed into a sum of two
individual covariance matrices as

Re(FR) =
(
HH

SRHSR +HH
SDHSD + ρ−1INS

)−1

+ Ũω

(
ŨH

ω FH
RHH

RDHRDFRŨω + Λ̃
−1

ω

)−1

ŨH
ω , (5)

where Ũω ∈ C
NS×M indicates a matrix constructed by the first

M columns of Uω , Λ̃ω ∈ C
M×M is an upper-left submatrix

of Λω and M equals the rank of Ω, i.e., M = min(NS , NR).
Note that while the second term in (5) is related to the relay
transmitter FR, the first term depends only on the channel
matrices. Therefore, in the following, we will focus on the MSE
minimization problem of the second error covariance matrix in
(5) under the SC.

IV. PROPOSED RELAY TRANSCEIVER DESIGNS

In this section, we introduce the MSE minimizing relay
transceiver techniques for MIMO AF relaying systems with
direct link. Although SC is a more general metric than MVC,
identifying the relay transceiver which satisfies the SC for an
arbitrary number of antennas is intractable. Thus, we will first
derive the MVC based relay transceiver which is applicable to
the arbitrary number of relay antennas. Then, a relay transceiver
technique under the SC will be provided for the case of
NR=NS .
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A. Relay Transceiver Design Under the MVC

In this subsection, we propose a closed-form relay
transceiver solution which minimizes the MSE. By exploiting
the results in (4) and (5), the MSE minimization problem under
the MVC can be formulated as

min
FR

Tr

((
ŨH

ω FH
RHH

RDHRDFRŨω + Λ̃
−1

ω

)−1
)

subject to λmax

(
FRΥFH

R

)
≤ Ppeak, (6)

where Υ
Δ
= WR(ρHSRH

H
SR + INR

)WH
R .

Let us introduce EVD of HH
RDHRD as HH

RDHRD =
URDΛRDUH

RD where URD ∈ C
NR×NR represents a unitary

matrix and ΛRD ∈ C
NR×NR denotes a diagonal matrix with

eigenvalues λRD,i for i = 1, . . . , NR in descending order.
Then, without loss of generality, one can write FR as

FR = URD

[
Φ1 Φ2

Φ3 Φ4

]
UH

ω , (7)

where Φ1, Φ2, Φ3, and Φ4 are arbitrary matrices with di-
mensions of M ×M , M × (NS −M), (NR −M)×M , and
(NR −M)× (NS −M), respectively.

Plugging (7) into the object function in (6) and after some
manipulations, we can see that the object function is indepen-
dent of Φ2 and Φ4. Also, non-zero Φ2, Φ3, and Φ4 always
result in the increase of λmax(FRΥFH

R ). Thus, without loss
of generality, we set Φi = 0 for i = 2, 3, 4. Then, FR in (7)
becomes

FR = ŨRDΦ1Ũ
H
ω , (8)

where ŨRD ∈ C
NR×M stands for a matrix constructed by the

first M columns of URD.
Substituting FR in (8) into (6), the problem can be reformu-

lated as

min
Φ1

Tr

((
ΦH

1 Λ̃RDΦ1 + Λ̃
−1

ω

)−1
)

subject to λmax

(
Φ1ΥωΦ

H
1

)
≤ Ppeak, (9)

where Λ̃RD ∈ C
M×M is an upper-left submatrix of ΛRD and

Υω
Δ
= ŨH

ω ΥŨω . Note that for A ∈ S
N , we have Tr(A−1) ≥∑M

i=1 1/[A]i,i and λmax(A) ≥ maxi[A]i,i where equalities
hold when A is a diagonal matrix. Hence, if both ΦH

1 Λ̃RDΦ1

and Φ1ΥωΦ
H
1 can be simultaneously diagonalized, we can

simply obtain the optimal solution by finding Φ1 which diag-
onalizes both matrices. However, owing to the non-diagonal
structure of Υω , there exists no such a case, and thus it is
difficult to identify the optimal solution for the problem in (9)
in a closed-form.

To circumvent such a difficulty, we consider an upper bound
of the object function in (9). First, we examine the relationship
between Λ̃ω and Υω in the following lemma.

Lemma 2: The upper-left submatrix of Λω , Λ̃ω ∈ C
M×M

and Υω = ŨH
ω ΥŨω satisfy the following inequality:

Λ̃ω � Υω. (10)

Proof: See Appendix B. �
From the result in Lemma 2, an upper bound of the MSE is

given by

Tr

((
ΦH

1 Λ̃RDΦ1 + Λ̃
−1

ω

)−1
)

≤ Tr

((
ΦH

1 Λ̃RDΦ1 +Υ−1
ω

)−1
)
. (11)

In the sequel, we concentrate on the minimization of the upper
bound of the MSE in (11). Let us define EVD of Υω as Υω =
UυΛυU

H
υ where Uυ ∈ C

M×M and Λυ ∈ C
M×M represent

a unitary matrix and a diagonal matrix with eigenvalues λυ,i

for i = 1, . . . ,M in descending order. Then, without loss of
generality, we can express Φ1 as

Φ1 = Φ̃UH
υ , (12)

where Φ̃ ∈ C
M×M is an arbitrary matrix.

By substituting (11) and (12) into (9), the problem is rewrit-
ten as

min
Φ̃

Tr

((
Φ̃

H
Λ̃RDΦ̃+Λ−1

υ

)−1
)

subject to λmax

(
Φ̃ΛυΦ̃

H
)
≤ Ppeak. (13)

As mentioned before, the object function in (13) is minimized

when both Φ̃
H
Λ̃RDΦ̃ and Φ̃ΛυΦ̃

H
are diagonalized. Hence,

without loss of generality, we can assume that Φ̃ is a diagonal
matrix with diagonal elements φi for i = 1, . . . ,M .

Then, the object function in (13) becomes

Tr

((
Φ̃

H
Λ̃RDΦ̃+Λ−1

υ

)−1
)

=

M∑
i=1

λυ,i

1 + λRD,iλυ,i|φi|2

≥
M∑
i=1

λυ,i

1 + PpeakλRD,i
,

where the inequality follows from the fact λmax(Φ̃ΛυΦ̃
H
) =

maxi=1,...,M (λυ,i|φi|2) ≤ Ppeak. Note that the equality for
the object function holds when λυ,i|φi|2 = Ppeak for i =

1, . . . ,M , and thus we can obtain Φ̃ as

Φ̃ =
√

PpeakΛ
−1/2
υ . (14)

Finally, exploiting the results in (8), (12), and (14), the relay
transmitter is determined in closed-form as

FR =
√

PpeakŨRDΛ−1/2
υ UH

υ ŨH
ω . (15)

In general, due to the non-diagonal structure of the transmit
covariance matrix, the peak power is not equal to the maxi-
mum eigenvalue of the transmit covariance matrix. However,
in our case, the covariance matrix with FR in (15) and GR in
(4) is GR(ρHSRH

H
SR + INR

)GH
R = PpeakŨRDŨH

RD. There-
fore, when NS ≥ NR, the peak power becomes equal to the
maximum eigenvalue of the transmit covariance matrix as
maxi [PpeakŨRDŨH

RD]i,i=λmax(PpeakŨRDŨH
RD)=Ppeak.
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B. Relay Transceiver Design Under the SC

In this subsection, we focus on the MMSE relay transceiver
solution under the SC for the case of NR = NS . From the
results in (4) and (5), the MSE minimization problem under the
SC can be formulated as

min
FR

Tr
((

UH
ω FH

RHH
RDHRDFRUω +Λ−1

ω

)−1
)

subject to FRΥFH
R � S. (16)

Since Uυ and Uω are non-singular matrices, without loss of
generality, we can represent the relay transmitter FR as

FR = Φ̃UH
υ UH

ω , (17)

where Φ̃ ∈ C
M×M is an arbitrary matrix. By plugging FR in

(17) and the upper bound of Λω in (10) into the problem in
(16) and introducing a matrix S̃ ∈ S

M , the problem in (16) is
transformed to

min
Φ̃

Tr

((
Φ̃

H
HH

RDHRDΦ̃+Λ−1
υ

)−1
)

subject to Φ̃ΛυΦ̃
H

= S̃

S̃ � S. (18)

Since S̃ can always be factorized as S̃ = S̃1/2VVH S̃H/2

where V ∈ C
M×M is an arbitrary unitary matrix and S̃1/2 ∈

C
M×M denotes a matrix satisfying S̃1/2S̃H/2 = S̃, Φ̃ can be

expressed as

Φ̃ = S̃1/2VΛ−1/2
υ . (19)

Substituting (19) into the problem in (18) yields

min
S̃

ε(S̃)

subject to S̃ � S, (20)

where we define the function ε(S̃) as

ε(S̃)
Δ
= min

V∈U(M)
Tr

(
ΛH/2

υ VH
(
S̃H/2HH

RDHRDS̃1/2

+ IM

)−1

VΛ1/2
υ

)
, (21)

and denote U(M) as the set of M ×M unitary matrices.
To solve (20), let us look at ε(S̃). First, we define EVD as

S̃H/2HH
RDHRDS̃1/2 = US̃ΛS̃U

H
S̃

where US̃ ∈ C
M×M indi-

cates a unitary matrix and ΛS̃ ∈ C
M×M is a diagonal matrix

with eigenvalues. Then, ε(S̃) can be represented as

ε(S̃) = min
V̄∈U(M)

Tr
(
ΛH/2

υ V̄H(ΛS̃ + IM )−1V̄Λ1/2
υ

)
.

For a matrix Ŝ ∈ S
M which satisfies Ŝ � S̃, we have CŜCH �

CS̃CH for an arbitrary matrix C ∈ C
N×M , and thus we

obtain λi(CŜCH) ≥ λi(CS̃CH) for i = 1, . . . , N , where
λi(A) stands for the i-th largest eigenvalue of a matrix

A [21]. Since λi(AB) = λi(BA), it follows that λi(Ŝ
H/2

HH
RDHRDŜ1/2) ≥ λi(S̃

H/2HH
RDHRDS̃1/2), i.e., ΛŜ � ΛS̃

where ΛŜ equals a diagonal matrix with eigenvalues of ŜH/2

HH
RDHRDŜ1/2. Also, A � B implies Tr(A−1) ≤ Tr(B−1).

Therefore, we can conclude that ε(S̃) is minimized when S̃ is
equal to S, since ε(Ŝ) ≤ ε(S̃) for Ŝ � S̃.

Substituting S̃ with S in (21), the problem in (20) is reformu-
lated as

min
V∈U(M)

Tr

(
ΛH/2

υ VH
(
SH/2HH

RDHRDS1/2+IM

)−1

VΛ1/2
υ

)
,

(22)

where S1/2 ∈ C
M×M is a matrix satisfying S1/2SH/2 = S.

It is well-known that the trace function is a Schur-concave
function, and thus the object function in (22) is minimized when
ΛH/2

υ VH(SH/2HH
RDHRDS1/2 + IM )

−1
VΛ1/2

υ becomes a
diagonal matrix.

Defining EVD as SH/2HH
RDHRDS1/2 = USΛSU

H
S where

US ∈ C
M×M and ΛS ∈ C

M×M represent a unitary matrix and
a diagonal matrix with eigenvalues, respectively, V becomes

V = US . (23)

Finally, from the results in (17), (19), and (23), the relay
transmitter is given by

FR = S1/2USΛ
−1/2
υ UH

υ UH
ω . (24)

Note that when S = PpeakIM , the relay transmitter in (24) is
identical to the solution in (15).

Now, we investigate the tightness of the upper bound in
(10). Since the bound follows from the fact that Ψ = (HH

SD

HSD + ρ−1INS
)−1 � ρINS

, the gap between Λ̃ω and Υω

decreases as the strength of direct link becomes worse. Also,
if the source-to-relay link is much weaker than the direct link,
both Λ̃ω and Υω approach 0. Therefore, the bound in (10)
is tight when the direct link is severely degraded or is much
stronger than the source-to-relay link. Although showing the
tightness of the bound for general cases are intractable, from
the simulation results in Section VII, it will be shown that the
proposed schemes based on the upper bound in (10) exhibit a
negligible performance loss compared to the upper bound of the
optimal performance.

Note that the proposed schemes in (15) and (24) minimize
an upper bound of the MSE which follows from the bound
in (10). Also, as mentioned above, the bound in (10) is tight
when direct link is negligible. Thus, by setting HSD = 0, the
proposed techniques in (15) and (24) become equivalent to the
optimal solutions for the relaying systems without the direct
link. For example, the solution in (15) with HSD = 0 is the
same as the relay transceiver in [13].

V. RELAY TRANSCEIVER DESIGNS FOR

THE RELAXED PROBLEMS

Unfortunately, the optimal relay transceivers under MVC and
SC have not been studied in the literature. As an alternative
way, to verify the effectiveness of the proposed schemes in
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Section IV, we introduce relaxed problems for the problems
(6) and (16) and their solutions. First, we focus on a relay
transmitter with the MVC. Note that the problem in (6) can
be rewritten as the problem in (9) by employing the relay
transmitter FR = ŨRDΦ1Ũ

H
ω in (8). Also, from the result in

Lemma 2, we obtain a lower bound of λmax(Φ1ΥωΦ
H
1 ) in

problem (9) as

λmax

(
Φ1ΥωΦ

H
1

)
≥ λmax

(
Φ1Λ̃ωΦ

H
1

)
. (25)

By considering the lower bound in (25), the optimization
problem can be written as

min
Φ1

Tr

((
ΦH

1 Λ̃RDΦ1 + Λ̃
−1

ω

)−1
)

subject to λmax

(
Φ1Λ̃ωΦ

H
1

)
≤ Ppeak. (26)

Since we impose a relaxation of the power constraint compared
to the problem in (6), a solution for the problem in (26) exhibits
a lower MSE than the optimal solution in (6). Here the solution

becomes Φ1 =
√

PpeakΛ̃
−1/2

ω which can be easily derived in
a similar fashion as in (13) and (14). Therefore, the relay
transmitter solution for the problem in (26) is given by

FR =
√

PpeakŨRDΛ̃
−1/2

ω ŨH
ω . (27)

Now, we consider a relay transmitter design with the SC.
Since Uω is a non-singular matrix for the case of NR = NS ,
the relay transmitter FR can be written as FR = Φ1U

H
ω . Then,

the problem in (16) becomes

min
Φ1

Tr
((

ΦH
1 HH

RDHRDΦ1 +Λ−1
ω

)−1
)

subject to Φ1ΥωΦ
H
1 � S. (28)

Also, from the result in Lemma 2, we obtain the following
inequality as

Φ1ΥωΦ
H
1 � Φ1ΛωΦ

H
1 . (29)

By substituting (29) into the problem in (28) and introducing a
matrix S̃ ∈ S

M , the problem in (28) can be reformulated as

min
Φ1

Tr
((

ΦH
1 HH

RDHRDΦ1 +Λ−1
ω

)−1
)

subject to Φ1ΛωΦ
H
1 = S̃

S̃ � S. (30)

Since the constraint on the transmit covariance matrix is
relaxed, the performance of a solution for the problem in (30)
can be considered as an upper bound of the performance of the
optimal solution for the problem in (16). Using the similar pro-
cedure in (18)–(23), we compute Φ1 as Φ1 = S1/2USΛ

−1/2
ω .

Then, the relay transmitter for the problem in (30) is deter-
mined as

FR = S1/2USΛ
−1/2
ω UH

ω . (31)

In this paper, we will compare the performance of the proposed
methods with the solutions in (27) and (31). It is confirmed
from the simulation results that the proposed schemes show a
negligible performance loss compared to (27) and (31).

VI. QUANTIZED RELAY TRANSCEIVER DESIGN

So far, we have assumed that perfect CSI for all links between
nodes is available at the relay node. However, obtaining the
perfect CSI may not be possible in practical systems due to lim-
ited feedback channel bandwidth. In this section, we introduce
a quantized relay transceiver technique for the limited feedback
scenario. We assume that the receiver sides of each link have
knowledge of its CSI by utilizing the training sequences. In
other words, the relay knows HSR and the destination knows
HSD and HRD. Also, it is assumed that the CSI for HSR

is available at the destination, since the relay can append the
received training symbols of the source-to-relay channel to
the relay-to-destination training symbols and forward them to
the destination [22]. Therefore, additional information required
at the relay is HSD and HRD that can be conveyed from the
destination using a limited bandwidth feedback channel.

To reduce the feedback burden, we employ codebooks which
are known to both the relay and the destination. Then, the
relay can compute the relay transceivers based on the received
codeword indices from the destination. Unlike conventional
codebook methods in [13], [14], and [23], when direct link
is non-negligible, a codebook design normally becomes non-
trivial, since the relay transceiver does not impose a specific
structure which allows a tractable codebook design.

Now, let us have a look at the relay transceiver in (4) and (15).
We can check that only ŨRD comes from HRD while the rest
of terms are relevant to HSD. Motivated by this observation,
we employ two codebooks which correspond to the direct link
channel matrix HSD and the orthonormal matrix ŨRD. First,
since HSD is involved in the relay transceiver as the form of

HH
SDHSD, we focus on the quantization of D

Δ
= HH

SDHSD

which can be represented as D =
∑NS

i=1 λD,iuD,iu
H
D,i where

λD,i and uD,i ∈ C
NS×1 equal the i-th largest eigenvalue of D

and its corresponding eigenvector, respectively. Note that uD,i

is uniformly distributed on the unit sphere [24], and thus a
Grassmannian codebook is efficient for quantization.2 There-
fore, we consider the Grassmannian codebook consisting of N1

distinct unit vectors C1(NS , N1) = {w1,w2, . . . ,wN1
}.

Then, the eigenvectors quantized at the destination are
expressed by

ûD,i = argmin
wj∈C1(NS ,N1)

d(uD,i,wj) for i = 1, . . . , NS ,

where d(wi,wj)
Δ
=

√
1− |wH

i wj |2 indicates the distance be-
tween two unit vectors which is known as the chordal distance.
Based on the codeword indices which are fed back to the
relay from the destination, the relay can identify D as D̂

Δ
=∑NS

i=1 λSD,iûSD,iû
H
SD,i.

2Here we consider the quantization of eigenvectors only, because eigenvalues
can be efficiently quantized with conventional scalar quantizers.
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For a given D̂, the relay computes Ψ̂
Δ
= (D̂+ ρ−1INS

)
−1

,

ŴR
Δ
= (HH

SRHSR + D̂+ ρ−1INS
)
−1
HH

SR, Ω̂
Δ
= ŴRHSR ×

Ψ̂ and its EVD as Ω̂ = ÛωΛ̂ωÛ
H
ω where Ûω ∈ C

NS×NS

and Λ̂ω ∈ C
NS×NS represent a unitary matrix and a diagonal

matrix with eigenvalues, respectively. Defining the quantized
relay transceiver ĜR as ĜR = F̂RŴR, the error covariance
matrix with D̂ can be decomposed in a similar fashion as
described in (5) as

Re(F̂R) =
(
HH

SRHSR + D̂+ ρ−1INS

)−1

+ V̂ω

(
V̂H

ω F̂H
RHH

RDHRDF̂RV̂ω + Σ̂
−1

ω

)−1

V̂H
ω , (32)

where V̂ω ∈ C
NS×M is a matrix constructed by the first M

columns of Ûω and Σ̂ω indicates an M ×M upper-left sub-
matrix of Λ̂ω .

Let us define Υ̂
Δ
= ŴR(ρHSRH

H
SR + INR

)ŴH
R and Υ̂ω

Δ
=

V̂H
ω Υ̂V̂ω . Here EVD of Υ̂ω can be represented as Υ̂ω =

ÛυΛ̂υÛ
H
υ where Ûυ ∈ C

M×M denotes a unitary matrix and
Λ̂υ ∈ C

M×M stands for a diagonal matrix with eigenvalues
λυ,i for i = 1, . . . ,M in descending order on the main diag-
onal. Since the relay transceiver in (15) minimizes an upper
bound of the MSE under the MVC, the structure of the quan-
tized relay transmitter can be given by

F̂R =
√

PpeakUQΛ̂
−1/2

υ ÛH
υ V̂H

ω , (33)

where UQ ∈ C
NR×M equals an arbitrary matrix with orthonor-

mal columns.
From now on, we focus on the quantization technique for

UQ. We consider a codebook consisting of N2 codewords as
C2(NR,M,N2) = {U1,U2, . . . ,UN2

} where Ui ∈ C
NR×M

has orthonormal column vectors. Plugging the quantized relay
transmitter in (33) into (32), the MSE of the second term in (32)
becomes

ε(UQ)
Δ
= Tr

((
PpeakÛυΛ̂

−H/2

υ UH
QHH

RDHRDUQ

× Λ̂
−1/2

υ ÛH
υ + Σ̂

−1

ω

)−1)
.

Since the first term in (32) is irrelevant toUQ, we quantizeUQ as

ÛQ = argmin
Uj∈C2(NR,M,N2)

ε(Uj). (34)

Unfortunately, the codebook which directly minimizes
ε(ÛQ) is hard to obtain due to the complicated form of ε(UQ).
To solve this difficulty, we derive an upper bound of ε(UQ) as

ε(UQ) ≤Tr
(
Λ̂υ

(
PpeakU

H
QHH

RDHRDUQ + INM

)−1
)

≤Tr
(
λυ,1

(
PpeakU

H
QHH

RDHRDUQ + INM

)−1
)

≤Tr
(
λυ,1

(
PpeakU

H
QHH

RDHRDUQ

)−1
)

≤ Mλυ,1

Ppeakσ2
min(HRDUQ)

, (35)

where the inequality in (35) follows from the fact Σ̂ω � Υ̂ω

which is readily computed in a similar fashion as Lemma 2, and
σmin(A) denotes the minimum singular value of a matrix A.
In fact, a Grassmannian codebook which is designed for max-
imizing the minimum projection two-norm distance between
any pair of codewords maximizes σ2

min(HRDUQ) [25]. Thus,
we employ the Grassmannian codebook for quantizing UQ to
minimize the upper bound of ε(ÛQ).

As a result, in our scheme, the number of total feedback
bits equals NS log2 N1 + log2 N2. Compared to conventional
relaying systems without direct link, our scheme requires addi-
tional NS log2 N1 feedback bits which account for the channel
quantization of the direct link. However, it is confirmed from
the simulation results that the proposed quantization technique
outperforms the conventional schemes. Also, it will be shown
that the proposed quantization method approaches the perfor-
mance of systems with full CSI with much reduced feedback
overhead.

VII. SIMULATION RESULTS

In this section, we provide the numerical results to evaluate
the performance of the proposed schemes. For a system with
NS source, NR relay and ND destination antennas, we use
the notation (NS ×NR ×ND). We assume that all channel
matrices have independent and identically distributed complex
Gaussian entries with zero mean and variances σ2

SR, σ2
RD, and

σ2
SD for HSR, HRD, and HSD, respectively. The total transmit

power at the source and the relay are denoted as PS and PR,
respectively, and the peak power at the relay node is set to
Ppeak = PR/M . Also, we employ the SC as S = diag{P1, . . . ,
PNR

} to impose per-antenna power constraint at the relay. The

SNR in each link is defined as SNRSR
Δ
= σ2

SRPS , SNRRD
Δ
=

σ2
RDPR, and SNRSD

Δ
= σ2

SDPS for the source-to-relay, relay-
to-destination and source-to-destination link, respectively. We
compare the performance of the proposed techniques with the
following relay transceiver methods.

• Naive AF: only transmit power normalization is
performed with the relay transceiver, i.e., GR =√

PR/Tr(ρHSRHH
SR + INR

)INR
.

• MVC without DL: a MVC based relay transceiver which
minimizes the MSE for relaying systems without direct
link is employed [13].

• R-MVC: a relay transceiver solution (27) for the relaxed
problem with the MVC in (26) is applied.

• R-SC: a SC based relay transceiver (31) which optimizes
the relaxed problem in (30) is adopted.

• PG-NC: a relay filter with the NC based on the projected
gradient (PG) method is employed [15].

• JSR-NC: an iterative joint source and relay filter optimiza-
tion with the NC is performed [26].

Since the feasible set of the problem with the NC includes that
of the problem with the MVC, the optimal performance under
the NC can be considered as a performance upper bound of
the systems with the MVC. However, since the problem with
the NC is non-convex, the PG-NC scheme cannot guarantee the
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Fig. 2. BER performance comparison as a function of SNRSR with
SNRRD = SNRSD = SNRSR.

Fig. 3. BER performance comparison as a function of SNRSR with
SNRRD = 15 dB.

optimal performance. Note that the feasible sets of the relaxed
problems in (26) and (30) contain that of the original problems
in (6) and (16). Also, the R-MVC scheme and the R-SC scheme
are the optimal solutions for the problems in (26) and (30),
respectively. Therefore, we consider the performance of the
R-MVC scheme and the R-SC scheme as an upper bound of the
optimal schemes for the problems in (6) and (16), respectively.

In Figs. 2–4, we illustrate the average bit error rate (BER)
performance for AF MIMO relaying systems with QPSK con-
stellation. In Fig. 2, the performance for (2× 2× 2) systems
is exhibited as a function of SNRSR with SNRRD = SNRSD =
SNRSR. Here, we employ the SC as S = diag{P1, P2} with
P1 = (1/3)PR and P2 = (2/3)PR. We can see that the pro-
posed closed-form solutions under the MVC and the SC provide
the performance almost identical to the R-MVC scheme and the

Fig. 4. BER performance comparison as a function of SNRSR with
SNRSR = SNRRD.

R-SC scheme, respectively. Also, it is confirmed that consider-
ing not only the source-relay-destination link but also the direct
link enhances the performance of relaying systems. Note that in
spite of strict practical power constraints, the proposed schemes
under the MVC and the SC exhibit only negligible performance
loss compared to the PG-NC scheme.

Fig. 3 presents the average BER performance for (2× 3× 2)
systems as a function of SNRSR when SNRSD = SNRSR and
SNRRD is fixed at 15 dB. We can observe that the performance
of the proposed relay transceiver with MVC shows a quite small
performance loss compared to the R-MVC scheme. Also, it is
shown that the proposed scheme outperforms the MVC without
DL scheme at overall SNR regime. Since the fixed SNRRD

incurs the bottleneck effect on the source-relay-destination link,
the performance of the MVC without DL scheme which does
not take the direct link into account becomes deteriorated. As
shown in Fig. 3, we observe gain of about 6 dB for the proposed
scheme over the MVC without DL scheme at BER = 10−6.
Meanwhile, the JSR-NC scheme which requires heavy compu-
tational burden and global CSI at the source obtains only less
than 2 dB gain at BER = 10−6 over the proposed MVC scheme.
From these results, we can see that compared to the joint source
and relay filter design, a proper relay transceiver design without
optimizing the source filter may be more efficient considering
the computational complexity and feedback overhead.

In Fig. 4, we illustrate the average BER performance for
(3× 3× 2) systems with respect to SNRSR when SNRSR =
SNRRD. Here, we adopt the SC as S = diag{P1, P2, P3} with
P1 = (1/6)PR, P2 = (1/3)PR and P3 = (1/2)PR. It is ob-
served that the proposed schemes under the MVC and the SC
show almost identical performance with the R-MVC scheme
and the R-SC scheme. On the other hand, the performance of
the MVC without DL scheme is significantly degraded since
a diversity gain from direct link is not exploited. Note that
the additional diversity gain from utilizing the direct link is
achieved even when the direct link experiences severe path loss
compared to the source-to-relay link.
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Fig. 5. MSE performance comparison as a function of SNRSR with
SNRSR = SNRRD.

Fig. 6. BER performance comparison as a function of SNRSR with
SNRRD = SNRSD = SNRSR.

Fig. 5 plots the average MSE performance for (4× 4× 2)
systems with QPSK constellation when SNRSR = SNRRD.
Here, the SC is chosen as S = diag{P1, P2, P3, P4} with
P1 = (4/10)PR, P2 = (3/10)PR, P3 = (2/10)PR, and P4 =
(1/10)PR. It is shown in the plot that the MVC without DL
scheme suffers a significant performance loss. Meanwhile, the
proposed schemes with MVC and SC obtain almost identical
performance with the R-MVC scheme and the R-SC scheme
in all SNR region. From this result, we can confirm that a
performance loss from the bound in (10) is relatively small and
the proposed schemes are efficient in minimizing the MSE.

In Figs. 6 and 7, we demonstrate the average BER perfor-
mance of the proposed quantized relay transceiver technique
for (2× 4× 2) systems with QPSK constellation. Fig. 6 depicts
the performance for relaying systems as a function of SNRSR

Fig. 7. BER performance comparison as a function of SNRSR with
SNRRD = 10 dB.

with SNRRD = SNRSD = SNRSR. We use the notation (b1
bit, b2 bit) to denote the quantized relay transceiver technique
(Proposed Q-MVC) with b1 = NS log2 N1 and b2 = log2 N2

feedback bits. We can see that the proposed scheme exhibits a
performance loss compared to the proposed MVC scheme with
full CSI when 6 feedback bits are employed. This is due to
the fact that the allocated feedback bits for the codebook C2

in (34) are insufficient to quantize UQ in (33). However, the
performance is improved by applying more feedback bits for
the proposed quantization scheme. For example, the proposed
scheme with 12 feedback bits outperforms the MVC without
DL scheme with full CSI and shows a very small performance
loss compared to the proposed MVC scheme with perfect CSI.

In Fig. 7, we illustrate the average BER performance of re-
laying systems with respect to SNRSR when SNRSD = SNRSR

and SNRRD is fixed at 10 dB. The proposed quantized scheme
provides a performance gain over the MVC without DL scheme
with full CSI by employing only 8 feedback bits. It is seen that
the proposed method with 12 feedback bits gives about a 3.5 dB
gain at BER = 2× 10−5 compared to the MVC without DL
scheme with full CSI.

From simulation results, we conclude that the proposed
schemes outperform the conventional schemes.

VIII. CONCLUSION

In this paper, we have proposed new relay transceiver designs
for the MSE minimization in MIMO AF relaying systems with
non-negligible direct link. Since NC at the relay node may not
be suitable for practical systems, we have considered SC which
imposes a constraint on the shape of the transmit covariance
matrix. We have first determined the optimal structure of the
relay transceiver under the SC and derived an upper bound
expression for the MSE. Then, we have presented closed-
form relay transceiver solutions under the SC and the MVC
which minimize the bound. We have also introduced relay
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transceiver methods for the relaxed problems whose feasible
sets contain the optimal solutions of the original problems. In
addition, we have provided a Grassmannian codebook based re-
lay transceiver quantization technique for the limited feedback
scenario. From numerical simulations, we have verified that
the proposed schemes outperform conventional schemes for all
simulated configurations and show a negligible performance
loss compared to the upper bound of the optimal performance.

APPENDIX A
PROOF OF LEMMA 1

Without loss of generality, we can write GR in a general
form as GR = GR‖ +GR⊥ where GR‖ and GR⊥ denote
the components of GR such that the row space of GR‖ and
GR⊥ are parallel and orthogonal to the column space of HSR,
respectively. Then, the MSE is written as

Tr (Re(GR))

= Tr
((

HH
SRG

H
R‖

HH
RD

×
(
HRD

(
GR‖G

H
R‖

+GR⊥G
H
R⊥

)
HH

RD+IND

)−1

×HRDGR‖HSR +Ψ−1
)−1)

≥ Tr
((

HH
SRG

H
R‖

HH
RD

(
HRDGR‖G

H
R‖

HH
RD + IND

)−1

×HRDGR‖HSR +Ψ−1
)−1)

= Tr
(
Re

(
GR‖

))
, (36)

where the inequality follows from the fact Tr(A) ≥ Tr(B) if
A � B for positive semidefinite matrices A and B.

Also, the transmit covariance matrix becomes

Rc(GR)

=
(
GR‖ +GR⊥

) (
ρHSRH

H
SR + INR

) (
GR‖ +GR⊥

)H
= GR‖

(
ρHSRH

H
SR + INR

)
GH

R‖
+GR⊥G

H
R⊥

� GR‖

(
ρHSRH

H
SR + INR

)
GH

R‖

= Rc

(
GR‖

)
. (37)

It is seen from the results in (36) and (37) that a non-zero GR⊥

always increases both the MSE and the transmit power, i.e.,
Rc(GR‖ +GR⊥) � Rc(GR‖). Thus, setting GR⊥ = 0 incurs

no loss of optimality.3 Then, we have G = GR‖ = BHH
SR

where B is an arbitrary matrix and can be expressed as B =
B̂P with P being an arbitrary square invertible matrix. Here,
without loss of generality, P can be chosen as P = (HH

SR

HSR +HH
SDHSD + ρ−1INS

)−1. �

APPENDIX B
PROOF OF LEMMA 2

Invoking the matrix inversion lemma [27], the relay receiver
in (4) is given by

WR =
(
HH

SRHSR +Ψ−1
)−1

HH
SR

=ΨHH
SR

(
HSRΨHH

SR + INR

)−1
.

3Since A � B implies λmax(A) ≥ λmax(B), setting GR⊥ = 0 does not
lose the optimality under the MVC either.

Post-multiplying both sides of the equation by HSRΨHH
SR+

INR
, we get WR(HSRΨHH

SR + INR
) = ΨHH

SR. Therefore,
Ω = WRHSRΨ can be rewritten as

Ω = WR

(
HSRΨHH

SR + INR

)
WH

R .

Note that Υ=WR(ρHSRH
H
SR+INR

)WH
R and Ψ=(HH

SD

HSD + ρ−1INS
)−1 � ρINS

due to the fact that A � B implies
A−1 � B−1. Therefore, the following inequality holds as

Ω � Υ.

Finally, multiplying the above inequality by ŨH
ω on the left and

Ũω on the right, we have

Λ̃ω � Υω.

This concludes the proof. �
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