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Joint Energy Efficiency Optimization with
Nonlinear Precoding in Multi-cell Broadcast

Systems
Xin Gui, Kyoung-Jae Lee, Jaehoon Jung, and Inkyu Lee

Abstract: In this paper, we focus on maximizing weighted sum en-
ergy efficiency (EE) for a multi-cell multi-user channel. In order
to solve this non-convex problem, we first decompose the origi-
nal problem into a sequence of parallel subproblems which can
optimized separately. For each subproblem, a base station em-
ploys dirty paper coding to maximize the EE for users within a cell
while regulating interference induced to other cells. Since each sub-
problem can be transformed to a convex multiple-access channel
problem, the proposed method provides a closed-form solution for
power allocation. Then, based on the derived optimal covariance
matrix for each subproblem, a local optimal solution is obtained to
maximize the sum EE. Finally, simulation results show that our al-
gorithm based on non-linear precoding achieves about 20 percent
performance gains over the conventional linear precoding method.

Index Terms: Dirty paper coding, energy efficiency, multicell
broadcast channels

I. INTRODUCTION

WIRELESS communication system designs have faced

great challenges due to increased demand on higher

transmission capacity, lower bit error rate, and better cell cover-

age. Multiple-input multiple-output (MIMO) technologies ex-

ploit multi-antennas to provide extra spatial degrees of freedom

and brings diversity and multiplexing gains [1], [2], [5]. As a

result, the MIMO has become an essential technique for next

generation cellular networks due to its significant performance

improvement without requiring additional time or frequency re-

sources.

For multi-user MIMO broadcast channels (BC), the channel

capacity has been studied in [6]–[9]. It was shown in [6] that

dirty paper coding (DPC) achieves the capacity region of the

MIMO-BC. In [7], an efficient iterative water-filling method was

proposed to compute the sum-rate of the MIMO-BC with sum
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transmit power constraint. Also, several linear precoding meth-

ods were proposed in [8] and [9] to reduce the complexity of the

DPC.

In addition, to mitigate inter-cell interference due to fre-

quency reuse, base station (BS) cooperation, also known as net-

work MIMO or coordinated beamforming, has drawn much at-

tentions [10]–[16]. A coordinated beamforming scheme was in-

troduced in [10] to achieve the Pareto boundary of user rate

tuples for a multiple-input single-output (MISO) interference

channel. A distributed beamforming technique in [11] for a

MISO channel is sub-optimal but has much lower complex-

ity, while a gradient ascent scheme in [12] obtains a locally

optimal linear precoder for MIMO interference channels. In

[13], a successive convex approximation linear precoder was

employed to decompose the original non-convex problem into

a sequence of convex subproblems, which can be solved inde-

pendently. Besides, the sum-rate maximization problem for in-

terfering broadcast channels (IFBC) was addressed in [14] by

exploiting the relationship between the rate and the minimum

mean squared error (MMSE). Also, a distributed beamform-

ing based on a high signal-to-interference-plus-noise (SINR)

approximation was presented for the MISO-IFBC [15], and an

asymptotic approach based on random matrix theory was intro-

duced in [16].

Aforementioned references mainly focus on rate or spec-

tral efficiency optimization. Recently, energy efficient wire-

less communications, which are often called green communica-

tions, have attracted increasing attentions [17]–[22]. Since enor-

mous energy consumption in wireless communication equip-

ments makes a negative impact on the environment, pursuing

high energy efficiency (EE) has become a key issue for future

wireless communications. Generally, the EE is defined as the

sum-rate divided by the total power consumption.

The EE optimization problem for a single cell MIMO-BC has

been solved in [17] by the fractional programming (FP) theory

and the multiple access channel (MAC)-BC duality. The opti-

mal precoding design for the EE maximization in a cognitive

radio MIMO-BC was introduced in [18]. The adaptive trans-

mission methods in [19] maximize the EE performance. Also,

the EE optimization was studied in orthogonal frequency divi-

sion multiplexing systems [20] and distributed antenna systems

[21]. Recently, the sum-EE optimization for multi-cell coordi-

nated joint transmission systems was investigated in [22] with

linear precoding designs in IFBC, where a local optimal solution

is iteratively found based on the weighted MMSE minimization

problem.

In this paper, we examine the weighted sum EE optimization
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for a coordinated multi-cell IFBC using non-linear precoding

schemes. Since DPC achieves the optimal performance in sin-

gle cell systems [17], [18], we extend the study of DPC onto a

multicell system with interference coordination. Although DPC

has been considered as a theoretical benchmark due to its high

complexity implementation, our study on DPC for multicell net-

work enables to realize extra performance gains over the linear

precoding schemes. The achievable EE performance by DPC

allows us to reveal a theoretical limit.

Moreover, by using the weighted sum energy efficiency as

the optimization criterion, we can satisfy heterogeneous require-

ments from different cells, which is more difficult to solve due

to its sum-of-ratio form. To handle the non-convex weighted

sum EE problem, we first apply an iterative linear approximation

method and the FP algorithm to transform the original problem

into a sequence of simpler subproblems. By employing the lin-

ear approximation method, each cell aims to maximize its own

EE function while minimizing interference to other cells. As a

result, the original problem can be solved by sequentially ad-

dressing each subproblem. After that, convex MAC problems

are obtained by adopting the BC-MAC duality, and we propose

a gradient descent method to solve the MAC problem.

Also, for the case of equal weights for user within a cell,

we introduce a coordinated iterative water-filling method by ap-

plying the Karush-Kuhn-Tucker (KKT) optimality conditions.

The coordinated water-filling solution based on the MAC prob-

lem achieves the globally optimal EE for each original BC sub-

problem, and the computational complexity is greatly reduced

compared to an interior-point method. Also, each BS can itera-

tively update its precoding matrices with a small amount of in-

formation exchanges among the BSs. Finally, simulation results

demonstrate the convergence and the performance advantage of

our proposed algorithm. We show that the performance gain is

about 20 percent compared to the system with linear precoding.

The rest of this paper is organized as follows: Section II

presents the system model of a multi-cell IFBC. In Section III,

the proposed EE optimization algorithm is analyzed. Section IV

illustrates the simulation results. Finally, Section V concludes

our paper.

II. SYSTEM MODEL

Since SNMPv2 is not as widespread as SNMPv1, which does

not scale to large complex networks, we use two different so-

lutions for gathering MIB-II variables on managed elements: A

mobile agent-based solution and an SNMP based one.

Consider a downlink multi-user MISO system with L cells

operating on the same frequency, as shown in Fig. 1. At each

cell, a BS equipped with NT antennas sends signals simultane-

ously to K mobile users with a single antenna. Denoting the kth

user in the lth cell as user lk, the received signal at user lk is

expressed as

ylk = hH
l,lk

xlk +hH
l,lk

K∑
j=1, j �=k

xlj +

L∑
i=1, i�=l

hH
i,lk

K∑
j=1

xij +nlk ,

(1)

where hi,lk ∈ CNT×1 is the frequency-flat channel vector be-

tween the ith BS to user lk including both large-scale fading

Fig. 1. System model of a multi-cell IFBC.

and small-scale fading, xlj indicates the transmitted signal from

the lth BS to its connected jth user, and nlk represents the ad-

ditive white Gaussian noise with zero mean and unit variance.

We can see from (1) that ylk contains both intra-cell interference

hH
l,lk

K∑
j=1,j �=k

xlj and inter-cell interference
L∑

i=1, i�=l

hH
i,lk

K∑
j=1

xij .

In addition, the transmitted signal xlj for the jth user in the lth
cell is given as xlj = vljslj , where vlj ∈ CNT×1 denotes

the beamforming vector and slj is the transmit complex sig-

nal. In this paper, we assume that a BS applies DPC to achieve

the Shannon capacity region at each cell. Since the maximum

throughput for the BC can be attainted by arbitrary encoding

order [6] in single cell case, without loss of generality, it is as-

sumed that xlk in the lth BS is encoded in the order of user in-

dices. Thus, the kth user does not suffer interference from user

1 to user k − 1.

Accordingly, the achievable rate is given by

rBC
lk

= log2

⎛
⎜⎜⎜⎜⎝

Rlk + hH
l,lk

(
K∑
j=k

Qlj

)
hl,lk

Rlk + hH
l,lk

(
K∑

j=k+1

Qlj

)
hl,lk

⎞
⎟⎟⎟⎟⎠ , (2)

where Qlj = vljv
H
lj

is the transmit covariance matrix, and Rlk

defines the variance of the total inter-cell interference plus addi-

tive noise as

Rlk =

L∑
i=1,i�=l

hH
i,lk

⎛
⎝ K∑

j=1

Qij

⎞
⎠hi,lk +Nlk ,

where Nlk is the covariance of addictive noise term.

Our goal is to design an energy efficient transmission scheme

for a multi-cell MISO system. The EE formula for the lth cell

is defined as the ratio of the weighted sum-rate to the per-cell



GUI et al.: JOINT ENERGY EFFICIENCY OPTIMIZATION WITH NONLINEAR PRECODING ... 875

power consumption which is written by [22]

el (Ql) =

K∑
k=1

αlkr
BC
lk

ηl
K∑

k=1

tr (Qlk) +NTPd + Ps

, (3)

where αlk represents the weight of user lk, ηl is the inefficiency

of the power amplifier, NTPd denotes the dynamic power con-

sumption proportional to the number of active transmit anten-

nas, Ps accounts for the static power independent of NT , such

as circuit power consumption of radio frequency chains and the

baseband processing. Note that since the power consumption at

the user is very small compared with BS, similar to many related

references, we ignore the user consumed power in this paper.

For notational simplicity, we define Ql = {Qlk}Kk=1 as the

transmit covariance matrix set at the lth cell, and Q = {Ql}Ll=1

as the set of the transmit covariance of all cells. Then, the

weighted sum EE can be obtained as

max
Q

L∑
l=1

ωl el (Ql)

s.t.
K∑

k=1

tr (Qlk) ≤ Pl, ∀l,
(4)

where ωl is a nonnegative weight coefficient, Pl indicates sum

power constraint at the lth BS. Note that the formulated problem

(4) is non-convex since the optimization variables in (2) and (3)

are jointly coupled. In addition, the weighted sum of fractions

makes the problem even more intractable. In the next section,

we focus on solving (4) by using some transformations and op-

timization methods.

III. MULTI-CELL EE BEAMFORMING DESIGN

In this section, we aim to solve the fractional problem (4). We

first employ an iterative linear approximation method and the FP

algorithm to transform the original problem into a sequence of

simpler subproblems. For each problem, convex MAC problems

are obtained by applying the BC-MAC duality, and we propose

a gradient descent method to solve the MAC problem. Also, as

a special case of equal weights for users within a cell, a closed

form solution is derived based on KKT optimality conditions.

After that, an iterative EE optimization algorithm is described.

Moveover, we will show that the proposed algorithm allows dis-

tributed implementation and also provide algorithm complexity

analysis.

A. Problem Formulation

Since the objective function in (4) is in fractional form, by

adopting the fractional programming method in [22] and [23]

and introducing a set of auxiliary variables βl, we can rewrite

(4) into an equivalent form as

max
Q, β

L∑
l=1

ωlβl

s.t. hl(Ql)
gl(Ql)

≥ βl , ∀l
K∑

k=1

tr (Qlk) ≤ Pl, ∀l,
(5)

where we define β = {βl}Ll=1, hl (Ql) =
K∑

k=1

αlkr
BC
lk

and

gl (Ql) = ηl
K∑

k=1

tr (Qlk) +NTPd +Ps, and the first inequality

set represents the EE constraints. We then introduce the follow-

ing lemma to decompose (5) into L parallel subproblems.

Lemma 1: Denoting (Q∗, β∗) as a solution of problem (5),

(Q∗
1, · · ·,Q∗

L) satisfies the KKT condition of the following L
subproblems

max
Ql

λl (hl (Ql)− βlgl (Ql))−
K∑

k=1

tr (AlQlk)

s.t.
K∑

k=1

tr (Qlk) ≤ Pl, ∀j,
(6)

where Al is given by

Al =
L∑

i=1,i�=l

λi

K∑
j=1

hl,ij

⎡
⎢⎣ 1

ln 2

(
Rij

+
K∑

k=j+1

hH
i,ij

Qik
hi,ij

)

− 1

ln 2

(
Rij

+
K∑

k=j

hH
i,ij

Qik
hi,ij

)
⎤
⎥⎦hH

l,ij
.

(7)

Also, there exists λ = {λl}Ll=1 such that (Q∗
1, · · ·,Q∗

L) also

satisfies the following equations

λ∗
l =

ωl

gl (Q∗
l )

and β∗
l =

hl (Q
∗
l )

gl (Q∗
l )

, ∀l.

On the contrary, if (Q∗
1, · · ·,Q∗

L) are the solutions of the L sub-

problems in (6) and satisfy (7), then (Q∗, β∗) also fulfills the

KKT condition of problem (5).

Proof: See Appendix A. �

Problem (6) essentially maximizes the objective function in

Problem (5) with respect to Ql, except that the weighted sum

EE of other cells is approximated to the first order at the point

Q̄l. Since the KKT conditions of the above L subproblems are

exactly the same as those of problem (5), we can obtain Q∗ that

satisfies (23)–(27) by iteratively solving the above subproblems

until arriving at a stationary point. Note that the last term of the

objective function in (6) can be interpreted as the interference

cost that the lth BS pays for inter-cell interference induced to

other cells as in [13]. This discourages selfish behavior of cell l,
which would otherwise maximize its own EE measurement.

Next, it remains to determine the optimal solution for each

subproblem in (6), which can be transformed by the Lagrange

dual decomposition method [24]. The Lagrangian of problem

(6) is given by

L̂l (Ql, μl) = λlhl (Ql)

−
K∑

k=1

tr (Qlk ((λlβlηl + μl) INT +Al))+μlPl−NTPs−Pd,

(8)

where μl is the Lagrange multiplier corresponding to the power

constraint. The Lagrange dual function is then written by

Dl (μl) = max
Ql�0

L̂l (Ql, μl) . (9)
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The optimal solution can be found by solving the dual prob-

lem

min
μl≥0

Dl (μl) .

To compute the dual problem, we first focus on the maximiza-

tion of the dual function for a given μl. By deleting unrelated

terms, we get

max
Ql�0

λlhl (Ql)−
K∑

k=1

tr (Qlk ((λlβlηl + μl) INT +Al)). (10)

In the following, we will introduce a BC-MAC duality to solve

problem (10).

B. BC-MAC Duality

Problem (10) is still non-convex on Ql, and thus it cannot be

solved by applying the Hadamard’s inequality as in [13]. In-

stead, we adopt some transformations and the BC-MAC duality

property to address problem (10). First, by setting new variables

Q̃lk =((λlβlηl+μl) INT +Al)
1
2Qlk((λlβlηl+μl) INT +Al)

1
2 ,

h̃l,lk
=(Rlk)

− 1
2hl,lk

((λlβlηl + μl) INT +Al)
− 1

2 ,

the achievable rate in (2) can be rewritten as

rBC
lk

= log2

⎛
⎜⎜⎜⎜⎝

1 + h̃H
l,lk

(
K∑

j=k

Q̃lj

)
h̃l,lk

1 + h̃H
l,lk

(
K∑

j=k+1

Q̃lj

)
h̃l,lk

⎞
⎟⎟⎟⎟⎠ ,

and the problem in (10) is equivalent to the following problem

as

max
Q̃l�0

λlhl

(
Q̃l

)
−

K∑
k=1

tr
(
Q̃lk

)
. (11)

We then introduce the following proposition.

Proposition 1: According to the property of the BC-MAC du-

ality [6], [17], problem (11) is equivalent to its dual MAC prob-

lem as

max
{PM

1 ,···,PM
K }

f̃l
(
PM
1 , · · ·, PM

K

)
=

max
PM

k

K∑
i=1

Δli log2

∣∣∣∣∣INT +
i∑

j=1

PM
j h̃l,lj

h̃H
l,lj

∣∣∣∣∣−
K∑

k=1

PM
k

(12)

where PM
k denotes the transmit power at the kth user for the

MAC uplink channel, and we have Δli = αli − αli+1 and

αlK+1 = 0. If there exists the optimal solution Q̃∗
l for problem

(11), we can also find a set of PM
k

∗
satisfying

K∑
k=1

tr
(
Q̃∗

lk

)
=

K∑
k=1

PM
k

∗
by solving (12), which obtains the maximum objective

value in (11), and vice versa.

According to Proposition 1, instead of solving the non-convex

problem (11), we can address problem (12). Since problem (12)

is convex, we can apply conventional convex optimization meth-

ods such as the interior point scheme. However, convex opti-

mization becomes computationally expensive due to the special

structure in (12). Thus, we propose a gradient descent method

[12] for this problem. The gradient of f̃l
(
PM
1 , · · ·, PM

K

)
with

respect to PM
k equals

∇k=
∂f̃l

(
PM
1 , · · ·, PM

K

)
∂PM

k

=
K∑
j=k

Δj

(
h̃H
l,lj

h̃l,lj

)
ln 2

(
1 +

j∑
i=1

PM
i h̃H

l,li
h̃l,li

)−1.

(13)

Let ∇k (n) and PM
k (n) be ∇k and PM

k at the n th iteration

step, respectively. Then PM
k (n+ 1) can be updated according

to

PM
k (n+ 1) =

[
PM
k (n) + t∇k (n)

]+
, (14)

where [x]+ = max (0, x) and t is the step size. As

long as the step size t is small enough, the MAC problem

at the (n + 1) th iteration f̃l
(
PM
1 (n+ 1), · · ·, PM

K (n+ 1)
)

is greater than (or equal to which indicates the optimality)

f̃l
(
PM
1 (n), · · ·, PM

K (n)
)
. To efficiently determine the step size

t, we employ Armijo’s Rule which provides provable conver-

gence [12].

C. Equal Weight Case

In this subsection, we consider a special case of equal weights

for users within a cell, which results in a closed-form power

allocation solution. Setting αl1 = · · · = αlK = αl, (12) equals

max
{PM

1 ,···,PM
K }

λlαllog2

∣∣∣∣∣INT +

K∑
k=1

PM
k h̃l,lk h̃

H
l,lk

∣∣∣∣∣−
K∑

k=1

PM
k .

(15)

By using the transformation in [7], we can redefine for given(
PM
1 , · · ·, PM

k−1, P
M
k+1, · · ·, PM

K

)
as

max
PM

k

λlαl log2

∣∣∣INT + g̃l,lkP
M
k g̃H

l,lk

∣∣∣+λlαllog2 |Zl|−
K∑

k=1

PM
k

(16)

where g̃l,lk =

(
INT +

K∑
j �=k

h̃l,ljP
M
j h̃H

l,lj

)−1/2

h̃l,lj and Zl =

INT +
∑
j �=k

h̃l,lj
PM
j h̃H

l,lj
. We can solve (16) by checking the

first-order KKT condition as

PM
k =

(
λlαl

ln 2
− 1

g̃l,lk g̃
H
l,lk

)+

. (17)

Since problem (16) is convex, the power allocation solu-

tion can be iteratively found by applying (17) and the block-

coordinate ascent algorithm. Moreover, we can see that the

water-filling solution (17) is different from [7] such that (17)

contains both the EE auxiliary variable βl and the interference

pricing matrix Al in g̃l,lk . Thus, both parameters affect the

power allocation results at each update step. We will call this

method for the MAC problem (15) as a coordinated EE iterative

water-filling method. Note that the closed-form solution (17)

has much lower complexity than the gradient descent method

for problem (12) with unequal weights.

After computing the optimal PM
k

∗
for the MAC problem (15),

the optimal solution Q̃∗
l for the BC problem (11) can also be
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obtained by using the MAC-BC mapping [6]. Thus, the optimal

solution for problem (10) can be expressed as

Q∗
lk

=

((λlβlηl + μl) INT +Al)
− 1

2 Q̃∗
lk
((λlβlηl + μl) INT +Al)

− 1
2

(18)

due to the equivalence between (10) and (11).

Next, it remains to solve the dual problem (9) with a given

Q∗. Since the Lagrangian function Dl (μl) is not necessarily

differentiable, a sub-gradient based method is employed for this

problem. Denote Q̄l and Q̂l as the optimal covariance matrices

in (9) with μl = μ̄l, and μl = μ̂l, respectively, Dl (μ̄l) can be

expressed as

Dl (μ̄l) = max
Ql�0

λlhl (Ql)

−
K∑

k=1

tr (Qlk ((λlβlηl + μ̄l) INT +Al)) + μ̄lPl

= λlhl

(
Q̄l

)− K∑
k=1

tr
(
Q̄lk ((λlβlηl + μ̄l) INT +Al)

)
+ μ̄lPl

≥ λlhl

(
Q̂l

)
−

K∑
k=1

tr
(
Q̂lk ((λlβlηl + μ̄l) INT +Al)

)
+ μ̄lPl

= λlhl

(
Q̂l

)
−

K∑
k=1

tr
(
Q̂lk ((λlβlηl + μ̂l) INT +Al)

)
+

K∑
k=1

tr
(
Q̂lk ((λlβlηl + μ̂l) INT +Al)

)
−

K∑
k=1

tr
(
Q̂lk ((λlβlηl + μ̄l) INT +Al)

)
+ μ̄lPl

= Dl (μ̂l) +

(
Pl −

K∑
k=1

tr
(
Q̂lk

))
(μ̄l − μ̂l) .

Thus, Pl −
K∑

k=1

tr
(
Q∗

lk

)
can be chosen as the sub-gradient of

Dl (μl), where Q∗
lk

for k = 1, · · ·,K is the optimal covariance

matrix for a fixed μl in (9).

In each iterative step, μl is updated according to the

sub-gradient direction. The value of μl should increase if
K∑

k=1

tr (Qlk) < Pl, and vice versa. Moreover, a bisection

method can be efficiently applied to find the optimal μ∗
l . If such

μ∗
l does not exist, we set μ∗

l = 0. We summarize the proposed

algorithm for problem (6) in Algorithm 1 below,

Algorithm 1 Iterative power allocation

Initialize μl,min and μl,max.

Repeat
Set μl = (μl,min + μl,max) /2.

Repeat
for k = 1, 2, · · ·,K
Update PM

k according to (17).

end
Until convergence

Calculate Q̃∗
l according to the MAC-BC mapping, and obtain

Q∗
l according to (18).

If
K∑

k=1

tr (Qlk) > Pl, then μl,min = μl, else μl,max = μl.

Until |μl,max − μl,min| is small enough

which adopts the Lagrange dual decomposition method for

problem (6). Since there is generally a duality gap between the

dual problem and the primal problem for a non-convex prob-

lem, a question remains whether the proposed algorithm can

converge to a global optimal solution. We then introduce the

following proposition to show that it is indeed the case.

Proposition 2: The optimal transmit covariance matrices Q∗
l

with the optimal μ∗
l obtained by Algorithm1 achieves the global

optimal solution of problem (6).

Proof: See Appendix B.

In Algorithm 1, the MAC problem is addressed by employ-

ing the EE iterative water-filling method, which has much lower

complexity than the interior-point method. Then, Q∗
l is identi-

fied by the bisection method which converges fast. Thus, we can

see that Algorithm 1 is efficient to optimize each subproblem in

(6). It is interesting to note that our proposed algorithm can

easily be extended to multi-cell multi-user MIMO systems by

finding the optimal MAC covariance matrix in problem (16) for

each user with the EE iterative method similarly as in [17]. Then

we can get the optimal covariance for the BC by the MAC-BC

mapping for the MIMO case as that in [6]. Next, the following

lemma proves the convergence of Algorithm 1.

Lemma 2: The optimization algorithm for problem (6)

carried out at each cell always improves the network sum

EE measurements
L∑

l=1

ẽ (Ql, Q−l), where ẽ (Ql, Q−l) =

λl (hl (Ql)− βlgl (Ql)) andQ−l = {Q1, · · ·,Ql−1,Ql+1, · · ·,
QL}.

Proof: See Appendix C.

As indicated in Lemma 2, updating the BC precoding co-

variance matrix independently at each BS always increases the

multi-cell sum EE. Thus, this iterative algorithm can be per-

formed across all BSs until the whole system reaches a static

state. Moreover, this Gauss-Seidel iteration [13] can converge

to the KKT point of problem (6). The auxiliary variables λ and

β are updated by a Newton-like method. We consider an update

of the BS precoding for the BC problem in Algorithm 1 as an

inner loop, while the update of λ, β, and Al is referred to as an

outer loop. The overall algorithm is summarized in Algorithm2

as below.

Algorithm 2 Iterative EE optimization

Initialize
{
Ql

(0)
}L

l=1
satisfying transmit power constraint.

Set λl =
ωl

gl

(
Q

(0)
l

) and βl =
hl

(
Q

(0)
l

)
gl

(
Q

(0)
l

) , ∀ l.

Repeat
for l = 1, 2, · · ·, L
Update Al according to (7).

Compute
{
Qij

}K
j=1

according to Algorithm 1.

Obtain λl and βl as λl =
ωl

gl(Q∗
l )

and βl =
hl(Q

∗
l )

gl(Q∗
l )

.

end
Until convergence

Remark 1: In some scenarios, we may need to satisfy addi-

tional rate constraints while maximizing the energy efficiency.
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It is worthwhile to mention that our algorithm is also able

to maximize the weighted sum energy efficiency with the rate

requirements of individual cells. Let the required minimum rate

at the lth cell be Cl. By adding the minimum rate constraint

condition to the original problem (5), it can be decomposed into

L parallel subproblems by applying Lemma 1 similarly, where

each subproblem can be written as

max
Ql

λl (hl (Ql)− βlgl (Ql))−
K∑

k=1

tr (AlQlk) (19)

s.t.

K∑
k=1

tr (Qlk) ≤ Pl, ∀j, (20)

hl (Ql) ≥ Cl ∀j. (21)

Considering that problem (19) is feasible, the constraints of

(20) and (21) correspond to an upper bound and a lower bound

of the feasible sum transmit power given by Pl and P̄l, respec-

tively. Setting the optimal sum power to be P ∗
l =

K∑
k=1

tr
(
Q∗

lk

)
,

if the condition P ∗
l ≤ P̄l ≤ Pl is satisfied, i.e., the constraint

(21) is active, problem (19) is equivalent to a sum transmit

power minimization problem under sum-rate constraint [Section

II, 17].

By employing the transformation in (11) and the BC-MAC

duality similarly in Proposition 1, the equivalent MAC problem

can be written as

min
{PM

1 ,···,PM
K }

K∑
k=1

PM
k

s.t.
K∑
i=1

Δli log2

∣∣∣∣∣INT +
i∑

j=1

PM
j h̃l,lj

h̃H
l,lj

∣∣∣∣∣ = Cl.

(22)

Problem (22) can be effectively solved by applying the iterative

algorithm in [25] (a detailed algorithm is omitted due to page

limit). After computing the optimal PM
k

∗
for the above MAC

problem, the optimal solution Q̃∗
l for the BC problem (19) can

also be obtained by using the MAC-BC mapping.

D. Sum Rate Maximization Algorithm

For comparison purpose, we introduce the problem of sum-

rate maximization with transmit power constraint at each BS as

max
Q

L∑
l=1

ωlR̄l

s.t.
K∑

k=1

tr (Qlk) ≤ Pl, ∀l,
(23)

where R̄l =
K∑

k=1

rBC
lk

. Similar to the method in the previ-

ous sub-section, we can address a BC problem at each cell

by determining the dual MAC problem. Let us define ĥl,lk as

ĥl,lk
= (Rlk)

− 1
2hl,lk

(τ̃INT +Al)
− 1

2 , where τ̃ denotes a La-

grange variable associated with the total transmit power con-

straint.

The dual MAC problem can be solved similarly as the coordi-

nated iterative EE water-filling algorithm to obtain the transmit

power of each user as

PM
k (τ̃) =

(
ωl

ln 2
− 1

ĝl,lk ĝ
H
l,lk

)+

, (24)

where ĝl,lk =

(
INT +

K∑
j �=k

PM
j ĥl,lj ĥ

H
l,lj

)−1/2

ĥl,lk
. Note that

τ̃ is also calculated by the bisection method. The whole algo-

rithm is summarized in Algorithm 3.

Note that the convergence of the WSR algorithm can be

proved similarly as in Lemma 2, since an update of the trans-

mit BS covariance matrix Ql always improves the network sum

rate. Thus, the convergence is guaranteed due to the bounded

transmit power.

Algorithm 3 Weighted sum-rate (WSR) algorithm

Initialize
{
Ql

(0)
}L

l=1
satisfying transmit power constraint.

Repeat
for l = 1, 2, · · ·, L
Update Al according to (7).

Update
{
Qrj

}K
j=1

by Algorithm 1 with (20).

end
Until convergence

E. Distributed Implementation

The proposed algorithm can be implemented in a distributed

manner at each cell. We first assume that each BS has local

CSI, i.e., BS l knows only the channel vectors hH
l,lk

to all the

connected users. This is reasonable especially in time-division-

duplex (TDD) systems where local CSI can be effectively es-

timated at the BS by exploiting downlink-uplink reciprocity.

Also, each BS needs to obtain Al at each iteration in Algorithm

2. Although the calculation of Al depends on the channels hi,ij

at other cells as can be seen in (7), the knowledge of hi,ij is

not necessarily required at the lth BS. Note that Al includes Bij

given as

Bij =
1

Rij +
K∑

k=j+1

hH
i,ij

Qikhi,ij

− 1

Rij +
K∑
k=j

hH
i,ij

Qikhi,ij

,

(25)

where Rij +
K∑

k=j+1

hH
i,ij

Qikhi,ij
represents the total interfer-

ence (i.e., intra-cell and inter-cell interference) plus noise, and

Rij +
K∑
k=j

hH
i,ij

Qikhi,ij denotes the desired signal power and

the interference plus noise.

In (25), both two terms can be estimated locally at user ij .

Therefore, user ij can send the scalar value Brj to its serving

BS through a feedback link. Then, BSs can exchange the value

of Bij between each other. Since Bij is a scalar number, the

information exchange overhead may be low. After obtaining

the matrix Al, each cell operates independently to update the

precoding matrices Ql and the EE parameters λl and βl.
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F. Complexity Analysis

In what follows, the computational complexity is measured

by counting the number of flops as real floating point operations

as in [9]. That is, each function such as addition, multiplication,

division and square root is counted as one flop. A multiplication

of an m× n matrix and n× p matrix involves 2mnp flops, and

an inversion of an m×mmatrix using Gauss-Jordan elimination

requires 4
3m

3 flops.

As for Algorithm 1, an iterative EE water-filling method

needs 2θK2N2
T + 4

3θKN3
T + 2θKN2

T flops, where θ is the it-

eration number of the EE water-filling algorithm. The MAC-

BC mapping takes 4K2N2
T + 4

3K
2N3

T flops. Thus, Algorithm

1 uses ρ1
[
4
3K

2N3
T + (2θ + 4)K2N2

T + 2θKN2
T

]
flops, where

ρ1 is the iteration numbers of the bisection method in Algorithm

1.

For Algorithm 2, the calculation of Al requires 8LK2N2
T +

2LKN2
T floating flops, and the updating of the EE parameters

involves 8KN2
T +KNT floating flops. Thus, the total complex-

ity of Algorithm 2 is ρ2L
[
4
3ρ1KN3

T (K + 1) + (2θρ1 + 4ρ1+

8L)K2N2
T

]
= o

(
28
3 Lτ

5
)
, where ρ2 is the iteration numbers of

Algorithm 2, and τ = max (NT , K).

IV. SIMULATION RESULTS

In this section, we investigate the performance of the pro-

posed algorithm via numerical simulations. We consider that

the number of cooperative cells equals L = 3, unless specified

otherwise. The cell radius is set to be d = 500 m and each user

is at least 0.5×d m away from a serving BS. The user location is

randomly generated. The circuit power per antenna is Pd = 30
dBm, and the basic power consumed at the BS is Ps = 40
dBm. In addition, we assume that all BSs have the same transmit

power constraint. The noise figure is set to be 9 dB, and the EE

weight ωl and the inefficiency PA factor ηl are fixed to be one.

The channel vector hi,lk from the ith cell to user lk is generated

as hi,lk
Δ
=

√
κi,lkh

ω
i,lk

, where hω
i,lk

is Gaussian distributed with

zero mean and unit variance, and κr,lk denotes the large scale

fading given as κi,lk = −38log10 (di,lk)− 34.5 + ξi,lk in deci-

bels. Here ξi,lk is the log-normal shadow fading with zero mean

and standard deviation of 8 dB [20], [22].

In Fig. 2, we exhibit the convergence property of the gradient

descent algorithm under different signal- to-noise-ratios (SNR)

and step size t. In this example, we assume [αl1 , αl2 , αl3 , αl4 ] =
[0.8, 0.6, 0.4, 0.2] ∀l, L = 2, and NT = K = 4. It can be

observed from this figure that with an appropriately chosen step

size t, the algorithm always approaches to the optimal solution,

and the algorithm converges faster with a larger t. In addition,

the required iterations grow with SNR.

The EE performance with a different number of users at each

cell with NT = 5 is illustrated in Fig. 3. We also plot the linear

precoding method for EE optimization in [22] for comparison.

It is observed from Fig. 3 that the proposed algorithm always

outperforms the linear precoding method. At a high SNR region,

there exists a performance gain of nearly 20%. Moreover, Fig.

3 shows that more users allow better EE performance. It can be

explained that more users can provide higher multiplexing gain.

Fig. 4 presents the EE performance with a different number
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of transmit antennas and K = 3. The figure demonstrates that

our proposed algorithms have better performance for all config-

urations. We also find that Algorithm 2 and WSR Algorithm

achieve almost the same EE at the low SNR region. However,
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as SNR increases, Algorithm 2 generates higher EE, while the

curves of the WSR algorithm become deteriorated. In addition,

Fig. 4 confirms that more transmit antennas improves the EE

performance.

In Fig. 5, the MIMO antenna case is considered. The EE

performance is shown as a function of a different number of

users, with NT = 5 and NR = 2. We can observe a similar

phenomenon as in Fig. 3 that the proposed algorithm always ex-

hibits a significant performance gain over the linear precoding

method. Moreover, numerical results also show that the average

EE increases as the number of users grows. However, a perfor-

mance gain shrinks with the number of users.

Fig. 6 illustrates that the average EE performance with respect

to the number of transmit antennas, where the number of served

users at each BS increases with the number of transmit antennas

according to K = NT − 2. The plot shows that the EE of two

algorithms both increases with the number of transmit antennas.

Moreover, the slope of the curves decreases as Pd grows. It is

also observed that a gain of the WSEE algorithm over the WSR

tends to shrink with the number of transmit antennas.
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Fig. 7 compares the average EE for different circuit power

Pd and Ps. We can see that the performance of both algorithms

decreases as Pd increases. If Pd is reduced from 40 dBm to

30 dBm, the performance of the proposed algorithm improves

about 200%. Moreover, we also observe that the maximum Tx

power at which the two algorithms achieve the same EE perfor-

mance becomes larger as Pd increases. This implies that if the

circuit power is reduced, the proposed algorithm obtains more

gain than the sum rate maximization algorithm. In addition, we

can observe a similar phenomenon as Ps varies.

Finally, the convergence property of the proposed EE opti-

mization algorithm with various SNR is illustrated in Fig. 8 with

NT = K = 4. We can check that all the curves of Algorithm 2

converge within 10 iterations, and the convergence speed grows

in the low SNR regime. In addition, we can see that at SNR of

10 dB and 20 dB, the curves converge to the same optimal point,

which coincides with the results shown in Fig. 3.
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V. CONCLUSION

This paper has proposed transmit covariance matrix designs

for the weighted EE maximization problem in coordinated

multi-cell multi-user systems considering non-linear precoding

techniques. Since the objective problem is non-convex with a

fractional form, we have decomposed it into a sequence of

subproblems. Then the BC-MAC duality has been exploited

to change each subproblem into a convex MAC problem. We

have proposed a coordinated EE iterative water-filling method to

solve the MAC problem, and the corresponding transmit covari-

ance matrices for the BC problem have been obtained from the

MAC-BC mapping. Finally, the proposed EE algorithm which

can be implemented in a distributed manner has been introduced

to iteratively find a local optimal solution for the multi-cell sum

EE maximization problem. The simulation results have demon-

strated the performance advantage and the convergence of the

proposed DPC based algorithm. Among interesting open issues

for future work, we point to the development of effective global

optimization algorithms to tackle the non-convex joint precod-

ing design problems formulated in this work.

APPENDIX A

Proof of Lemma 1

By introducing Lagrange variables λ = {λl}Ll=1 for EE con-

straint and μ = {μl}Ll=1 for the transmit power constraint, re-

spectively, the Lagrange function of problem (5) can be written

as

L (Q, β, λ, μ) =
L∑

l=1

ωlβl +
L∑

l=1

λl (hl (Ql)− βlgl (Ql))

−
L∑
l=1

μl

(
K∑

k=1

tr (Qlk)− Pl

)
.

(26)

Then, according to (26), the KKT conditions are given as

∂L

∂Ql
= λl

∂hl (Ql)

∂Ql
− λlβl

∂gl (Ql)

∂Ql
+

L∑
r=1,r �=l

λr
∂hr (Qr)

∂Ql

− μl
∂

∂Ql

K∑
k=1

tr (Qlk) = 0, (27)

∂L

∂βl
=ωl − λlgl (Ql) = 0, (28)

λl (hl (Ql)− βlgl (Ql)) = 0, (29)

μl

(
K∑

k=1

tr (Qlk)− Pl

)
= 0, (30)

λl ≥ 0, μl ≥ 0, ∀l. (31)

Note that the third term of the right hand side of (27) is obtained

as

L∑
r=1,r �=l

λr
∂hr(Qr)

∂Ql
=

L∑
r=1,r �=l

λr

K∑
k=1

∂rBC
lk

∂Qlk

= −
L∑

r=1,r �=l

λi

K∑
j=1

hl,rj

⎡
⎢⎣ 1

ln 2

(
Rrj

+
K∑

k=j+1

hH
r,rj

Qrk
hr,rj

)

− 1

ln 2

(
Rrj

+
K∑

k=j

hH
r,rj

Qrk
hr,rj

)
⎤
⎥⎦hH

l,rj
.

(32)

We can see that (27), (30) and (31) are just the KKT condi-

tions of problem (6). Moreover, since gl (Ql) is positive, (28)

and (29) are equivalent to

λl =
ωl

gl (Ql)
and βl =

hl (Ql)

gl (Ql)
, (33)

respectively. Thus, the first conclusion of Lemma 1 is proved.

The proof of the contrary case can be easily done by using a

similar method.

APPENDIX B

Proof of Proposition 2

First, we assume μ∗
l = 0. In this case, the transmit power

constraint in (6) is relaxed due to the complementary slack con-

dition. Then, we can see that problem (6) is equivalent to prob-

lem (10) by setting μl = 0. Thus, the global optimality follows

since the BC problem in (11) becomes equivalent to the convex

MAC problem in (12).

Next, supposing μ∗
l > 0, we have

K∑
k=1

tr
(
Q∗

lk

)
= Pl. We

then prove the global optimality by contradiction. Assume that

transmit covariance matrices Q∗
l obtained by Algorithm 1 are

not globally optimal to problem (6), and there is another set Q̃l

which is the globally optimal solution. Then it follows

λl

(
hl

(
Q̃l

)
− βlgl

(
Q̃l

))
−

K∑
k=1

tr
(
AlQ̃lk

)
> λl (hl (Q

∗
l )− βlgl (Q

∗
l ))−

K∑
k=1

tr
(
AlQ

∗
lk

)
.

(34)

Since Q∗
l is the optimal solution of the Lagrange dual function

of (10), we have

λlhl (Q
∗
l )−

K∑
k=1

tr
(
Q∗

lk
((λlβlηl + μ∗

l ) INT +Al)
)

≥ λlhl

(
Q̃l

)
−

K∑
k=1

tr
(
Q̃lk ((λlβlηl + μ∗

l ) INT +Al)
)
.

(35)

By adding (35) to (34), we can get

μ∗
l

K∑
k=1

tr
(
Q̃lk

)
> μ∗

l

K∑
k=1

tr
(
Q∗

lk

)
. (36)
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Since
K∑

k=1

tr
(
Q∗

lk

)
= Pl due to μ∗

l > 0, (36) leads to

K∑
k=1

tr
(
Q̃lk

)
>

K∑
k=1

tr
(
Q∗

lk

)
= Pl, (37)

which contradicts that Q̃l is the global optimal solution for prob-

lem (6). Thus, the assumption cannot be true, and Q∗
l must be

the global optimal solution.

APPENDIX C

Proof of Lemma 2

Let us define f (Ql, Q−l) =
L∑

r �=l

λr (hr (Qr)− βrgr (Qr)).

We first check the convexity of f (Ql, Q−l) with respect to

Ql ∈ Ql
Δ
=

{
Qlk |Qlk � 0,

K∑
k=1

tr (Qlk) ≤ Pl

}
. Denoting

Ql = Xl + t1Yl, where t1 ∈ [0, 1], and Xl, Yl ∈ Ql, the

second derivative of f (Xl + t1Yl, Q−l) equals

∂2

∂t2 f (Xl + t1Yl, Q−l)

=
L∑

r=1,r �=l

λrtr

[
hr,lYl

(
hH

r,lYlhr,l

ln 2(Rr)
2 − hH

r,lYlhr,l

ln 2(Rr+hH
r,rYrhr,r)

2

)
hH
r,l

]
.

(38)

Since hH
r,rYrhr,r ≥ 0, we can easily see that ∂2

∂t21
f(Xl +

t1Yl, Q−l) ≥ 0. Therefore, the convexity of f (Ql, Q−l)
is proved.

Assume that Ql = Q̃l for all l = 1, 2, · · ·, L from the

previous iteration. Also we denote Q∗
l as the optimal solu-

tion of problem (6) for the lth cell and define ẽ (Ql, Q−l) =
λl (hl (Ql)− βlgl (Ql)). Then we have

L∑
l=1

ẽ
(
Q∗

l , Q̃−l

)
= ẽ

(
Q∗

l , Q̃−l

)
+ f

(
Q∗

l , Q̃−l

)

≥ ẽ
(
Q∗

l , Q̃−l

)
+ f

(
Q̃l, Q̃−l

)
−

K∑
i=1

tr
(
Al

(
Q∗

lk
− Q̃lk

))
(39)

≥ ẽ
(
Q̃l, Q̃−l

)
+ f

(
Q̃l, Q̃−l

)
−

K∑
i=1

tr
(
Al

(
Q̃lk − Q̃lk

))
(40)

=

L∑
l=1

ẽ
(
Q̃l, Q̃−l

)

where (39) follows from the convexity of f (Ql, Q−l), and (40)

comes from the fact that Q∗
l is the optimal solution of Prob-

lem (6). Thus, the objective function
L∑

l=1

ẽ (Ql, Q−l) is non-

decreasing after each updating at each cell. Since the objective

function is bounded from the above due to transmit power trans-

mit, Lemma 2 is proved.
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