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Abstract— This paper studies simultaneous wireless informa-
tion and power transfer (SWIPT) techniques for point-to-point
multiple-input multiple-output channels, where a multi-antenna
transmitter conveys information and energy at the same time
to a multi-antenna receiver equipped with time switching (TS)
circuits for an energy harvesting (EH) mode and an information
decoding (ID) mode. Unlike conventional uniform TS (UTS)
structure where all the receive antennas at the receiver employ
a single TS circuit, in this paper, we propose a general dynamic
TS (DTS) receiver architecture which has an individual TS circuit
for each antenna. In the proposed DTS, the operation modes of
the antennas can be dynamically changed to improve SWIPT per-
formance. We aim to identify the achievable rate–energy (R–E)
tradeoff of the DTS protocol for both linear and non-linear
EH models by maximizing the information rate subject to the
EH constraint. This results in joint optimization of the transmit
covariance matrices and the time durations for the EH and the
ID modes of the receive antennas, which is jointly non-convex in
general. To tackle the non-convexity of the original problem,
the successive convex approximation technique is adopted by
addressing a series of approximated convex problems. As a result,
efficient optimization algorithms are proposed for determining
the boundary points of the achievable R–E region. We also
provide a low-complexity algorithm which achieves near-optimal
performance with much reduced complexity. Numerical results
demonstrate that the proposed DTS presents significant perfor-
mance gains over conventional UTS approaches.

Index Terms— Wireless information and power transfer,
MIMO, time switching, rate-energy region.

I. INTRODUCTION

RECENTLY, wireless energy transfer (WET) tech-
niques exploiting radio frequency (RF) signals have

received much attention thanks to its capability of supply-
ing power to energy-demanding devices without replacing
their batteries [1]–[3]. Combining the WET with traditional
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wireless communication systems, simultaneous wireless infor-
mation and power transfer (SWIPT), which sends information
and energy at the same time over the same frequency band,
has been intensively studied in [4]–[18].

The most challenging issue for designing the SWIPT system
is that the information and the energy cannot be extracted
by the same circuit module due to hardware limitations [4].
To tackle this difficulty, two practical SWIPT receiver struc-
tures, power splitting (PS) and time switching (TS) receivers,
have been investigated [7]–[14]. In the PS method, the receiver
divides the received signal into an ID part and an EH part
with different power ratio [7]–[11]. In [4] and [11], non-trivial
rate-energy (R-E) regions were analyzed when the same PS
ratio is employed across all the antennas. These works were
extended in [9] and [10] to a general case where the PS factors
are different for each antenna.

In contrast to the PS-based systems, the TS receiver changes
its operation between the ID and the EH modes in the
time domain. To improve the SWIPT performance, the time
durations for the two modes at the receiver as well as the
precoding matrices at the transmitter should be carefully opti-
mized, which results in totally different problem formulations
compared to the PS method. The TS receiver has received
attention in recent researches, since it is practically easier to
implement than the PS circuit structure [11]–[18].

Zhang and Ho [4] studied the SWIPT system in point-
to-point (P2P) multiple-input multiple-output (MIMO) chan-
nels. Assuming that the identical TS ratio is applied to all
the receive antennas, the optimal R-E tradeoff curve was
identified. In [12], energy-efficient resource allocation algo-
rithms were presented for the P2P SWIPT systems with a
TS receiver. The work in [13] analyzed the robust outage
R-E regions in the TS approach with imperfect channel state
information (CSI). The TS-based SWIPT methods have also
been applied to relay systems [15], [16], multi-user broad-
cast channels [14], [17], and multi-cell networks [11], [18].
A transmit TS scheme was proposed for multi-cell SWIPT
systems in [19] which splits the beamforming vectors for the
EH and the ID operations.

All the works mentioned above adopted a linear EH model
where the relation between the input RF signal power and
the output harvested direct current (DC) power is assumed to
be linear. Although the linear EH model is simple, it would
not be easy to capture non-linear characteristics of practical
diodes especially when the input RF power is large [1], [20].
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To characterize this nature, a piecewise linear approxima-
tion was employed in [21] for modeling non-linearity of the
practical EH circuitry. An analytical non-linear EH model
was introduced in [22] by fitting logistic functions over real
measurement data. Based on this result, Jiang et al. [23]
studied the EH system with the PS receiver. Xiong et al. [24]
examined the performance of the TS architecture in the
MIMO systems and presented an iterative algorithm which
determines the achievable R-E region under the non-linear
logistic function model.

On the other hand, existing works on the TS-based SWIPT
systems have implicity assumed that the receiver is equipped
with a single TS circuit. In such uniform TS (UTS) approaches,
the receiver can only operate either in the ID mode or the
EH mode at a given time instant. To enhance the SWIPT
performance, this paper proposes a new dynamic TS (DTS)
protocol for P2P MIMO SWIPT systems where each receive
antenna at the receiver adopts an individual TS circuit. In the
DTS approach, we can separately switch the role of each
antenna between the ID mode and the EH mode, and thus,
the conventional UTS can be regarded as a special case of the
proposed DTS protocol. As the modes of the receive antennas
are different, there exist multiple operation phases in the DTS
protocol. Hence, the optimization problem in the DTS is more
complicated than that for the conventional UTS scheme which
only consists of two operation phases.

In this paper, we aim to investigate the fundamental tradeoff
between the information rate and the harvested energy both for
the linear and non-linear EH models. To this end, we formulate
the rate maximization problems subject to the EH constraint
as well as the average and peak power budgets at a transmitter,
and then perform joint optimization of the transmit covariance
matrices at the transmitter and the time durations for the
multiple phases. Since the formulated problems are generally
non-convex, it is not trivial to solve them optimally. Also,
because of the dynamic mode switching process of the anten-
nas, conventional approaches for the UTS methods cannot be
directly extended to our scenario.

First, for the linear EH model, the globally optimal solution
for the rate maximization problem is presented. We first
determine the optimal transmit covariance matrices by using
the Lagrange duality, and then with the optimal precoding
matrices, we obtain the optimal time durations via the subgra-
dient method. Next, for the non-linear EH model, we apply
the successive convex approximation (SCA) framework [25]
which successively solves approximated convex problems of
the original non-convex one. By deriving new convex surro-
gate functions for the non-convex non-linear EH constraints,
an efficient algorithm is provided for the rate maximization
problem which yields a local optimal solution. Moreover,
we propose a low-complexity algorithm of the DTS protocol
by properly selecting the mode of each receive antenna,
which achieves near-optimal performance with much reduced
complexity. Numerical results confirm that the proposed TS
architectures offer a significant performance gain over the
conventional UTS.

This paper is organized as follows: In Section II, we intro-
duce a system model and formulate the rate maximization

Fig. 1. Schematic diagram for MIMO SWIPT systems.

problems for the DTS protocol. The globally optimal algorithm
for the linear EH model is provided in Section III, and
Section IV presents an efficient algorithm for the non-linear
EH model. In Section V, we evaluate the R-E performance
of the proposed algorithms through numerical simulations.
Finally, the paper is terminated with conclusions in Section VI.

Throughout this paper, we employ uppercase boldface let-
ters, lowercase boldface letters, and normal letters for matrices,
vectors, and scalar quantities, respectively. A set of all complex
matrices of size m-by-n is represented by Cm×n. Also,
diag(x1, · · · , xm ) stands for a diagonal matrix with diagonal
elements x1, · · · , xm, and Im indicates an identity matrix of
size m-by-m. For a matrix M, tr (M) and rank(M) denote
trace and rank of M, respectively. The operation (·)H repre-
sents conjugate transpose, E[·] means statistical expectation,
and ||x|| is the Euclidean norm of a complex vector x. Also,
|x| indicates the magnitude of a complex scalar x, (x)+

is defined as max{0, x}, and ∂f(x)
∂x accounts for the partial

derivative of a function f(x) with respect to a variable x.
When applied to a set X , |X | and X c stand for the cardinality
and the complement of X , respectively.

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider a P2P MIMO SWIPT
system where a transmitter with Nt antennas sends infor-
mation and energy signals to a receiver equipped with Nr

antennas. We adopt the TS-based SWIPT protocol [4] which
switches the operation of the receiver between the ID and
the EH modes. Unlike the conventional UTS protocol where
a single TS circuit is employed for all receive antennas [4],
in this paper, we investigate a general DTS scenario where
each receive antenna utilizes its own TS circuit. Therefore,
the receiver can individually change the roles of each antenna
to improve the SWIPT performance.

In the DTS, according to the operations of the receive anten-
nas, there exist total 2Nr different antenna modes. To identify
the optimal performance of the TS-based SWIPT, we illustrate
the DTS frame structure in Fig. 2 that consists of 2Nr phases,
each of which corresponds to each antenna mode.1 We denote
δj as the time duration of phase j (j = 1, · · · , 2Nr), and the
total transmission time for one system block is set to one as

2Nr∑

j=1

δj = 1. (1)

1For a low-complexity implementation, one could select D ≤ Nr + 1
antenna modes out of total 2Nr possible candidates. This will be presented
in Sec. III-C.
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Fig. 2. Frame structure of the proposed DTS protocol.

To characterize the antenna mode at each phase, let us define
Ij � {i1,j, i2,j, · · · , iMj ,j} ⊂ Nr � {1, · · · , Nr} and
Ej � {e1,j, e2,j, · · · , eWj, j} = Nr − Ij as the sets of the
antenna indices operating in the ID and the EH modes in
phase j, respectively, where Mj is the cardinality of Ij and
Wj = Nr − Mj stands for that of Ej . Then, the received
signals at antennas Ij are utilized for the ID, while those at
the remaining antennas Ej are passed to the EH circuit. It is
assumed that all the antennas in the first and the last phase
act as the EH and the ID modes, respectively, i.e., E1 = Nr,
I1 = ∅, E2Nr = ∅, and I2Nr = Nr. Hence, the conventional
UTS can be regarded as a special case of the proposed DTS
by setting δ2 = · · · = δ2Nr−1 = 0.

Let us denote H = [h1, · · · ,hNr ]H ∈ CNr×Nt as the
channel matrix from the transmitter to the receiver which
is constant over one system block, where hk ∈ C

Nt×1 for
k = 1, · · · , Nr indicates the channel vector between the
transmitter and the k-th receive antenna. In phase j, the
receiver collects the signals yID

j ∈ CMj×1 and yEH
j ∈ CWj×1

for the ID and the EH, respectively, which can be written by

yID
j = Hjxj + nID

j ,

yEH
j = Gjxj + nEH

j , (2)

where Hj � [hi1,j · · ·hiMj ,j ]H ∈ CMj×Nt and Gj �
[he1,j · · ·heWj,j ]H ∈ CWj×Nt respectively stand for the chan-
nel matrices for the ID and the EH antennas, xj ∈ CNt×1

indicates the transmitted signal in phase j with covariance
matrix E[xjxH

j ] = Qj ∈ CNt×Nt , and nID
j ∈ CMj×1 and

nEH
j ∈ CWj×1 represent the zero-mean complex Gaussian

noise vectors of the ID and the EH antennas with covariance
matrices IMj and IWj , respectively. We assume that perfect
CSI is available both at the transmitter and the receiver,
which can be achieved by estimating the overall MIMO
channel matrix H with the aid of standard channel estima-
tion processes [4], [7]. Notice that we focus on the indoor
environment scenario where the channel matrix H is assumed
to be fixed during one system block.

The transmit covariance matrices {Qj} are subject to the
following power constraints

2Nr∑

j=1

δj tr(Qj) ≤ PA, (3)

tr(Qj) ≤ PP , for j = 1, · · · , 2Nr , (4)

Fig. 3. A comparison between the EH models with η = 0.7, M = 2.8 mW,
a = 1500, and b = 0.0022.

where (3) accounts for the average power in Watt·sec and (4)
indicates the peak power budget in Watt at the transmitter.
From (2), the achievable rate Rj in phase j is expressed as

Rj = δj log
∣∣IMj + HjQjHH

j

∣∣ .

As a result, the total data rate Rtot of the DTS protocol over
one system block is given by Rtot =

∑2Nr

j=2 Rj .
Now, we explain the EH process of the proposed DTS

protocol. Let us define a function Δ(x) which reflects the EH
process of rectifier circuits for a given input power x. Then,
by utilizing multiple EH circuits with a DC combiner [26],
the total harvested energy E in Watt·sec can be computed as

E =
2Nr−1∑

j=1

Wj∑

i=1

δjΔ
(

E

[∣∣yEH
i,j

∣∣2
] )

≈
2Nr−1∑

j=1

Wj∑

i=1

δjΔ
(
hH

ei,j
Qjhei,j

)
, (5)

where yEH
i,j represents the signal received at antenna i in

phase j, and the noise power is ignored in (5) since it is practi-
cally much smaller than the transmitted signal power [4], [24].
Due to the non-linearity of practical rectifiers, it is not easy
to derive analytical expressions for Δ(x).

To address this issue, there have been several studies to
obtain accurate approximations of Δ(x) [4], [20], [22]. Since
the EH process function Δ(x) is monotonically increasing
with input power x, in the linear EH model [4], Δ(x) is
approximated as Δ(x) � ΔL(x) � ηx where η ∈ (0, 1]
indicates the EH efficiency. The linear EH model allows simple
and low-complexity approaches for the transceiver designs
thanks to the analytically tractable form [12]–[17].

Also, the non-linear EH model ΔNL(x) in [22] is expressed
as

ΔNL(x) =
M

1− c

(
1

1 + exp (−ax + ab)
− c

)
, (6)

where c � 1
1+exp(ab) , the constant M characterizes the max-

imum harvested power at which the EH circuit is saturated,
and a and b are related to the EH circuit specifications such as
capacitance and diode turn-on voltage. In practice, the para-
meters M , a and b can be identified by a standard curve
fitting tool based on measurement data [20]. Fig. 3 compares
the linear and non-linear EH models with the measurement
data of the harvested power. It is illustrated that both the EH
models are well-matched with the experimental results when
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the received signal power is small, while the limitation of the
linear model is revealed as the power goes high.

In this paper, we consider both the linear and non-linear
EH models ΔL(x) and ΔNL(x). To fully analyze the SWIPT
performance of the proposed DTS protocol, we aim to identify
the boundary points of the achievable R-E region CR-E

X for each
EH model X ∈ {L, NL} under the average power and the peak
power constraints in (3) and (4), respectively, as well as the
total time constraint in (1). The achievable R-E region CR-E

X is
defined as

CR-E
X �

{
(R, E) : R ≤

2Nr∑

j=2

δjlog
∣∣IMj + HjQjHH

j

∣∣ ,

E≤
2Nr−1∑

j=1

Wj∑

i=1

δjΔX

(
hH

ei,j
Qjhei,j

)
,

tr(Qj)≤PP , ∀j,
2Nr∑

j=1

δj tr(Qj) ≤ PA,

2Nr∑

j=1

δj = 1
}

.

Then, the boundary points of CR-E
X can be found by solving

the following rate maximization problem

(P) max
{Qj�0},{δj≥0}

2Nr∑

j=2

δj log
∣∣IMj + HjQjHH

j

∣∣

s.t.
2Nr−1∑

j=1

Wj∑

i=1

δjΔX

(
hH

ei,j
Qjhei,j

)
≥ Ē, (7)

tr(Qj) ≤ PP , ∀j,
2Nr∑

j=1

δjtr(Qj) ≤ PA,
2Nr∑

j=1

δj = 1,

where Ē denotes the minimum required harvested energy
constraint. Due to the non-convex objective function and
the constraint in (7), the rate maximization problem (P) is
non-convex in general. Note that problem (P) can be regarded
as a generalization of the conventional UTS design in [4] by
including multiple modes. To be specific, unlink the system
in [4] which only considered two phases, we need to jointly
optimize the covariance matrices and the time durations for
multiple phases. Therefore, the analysis and the approaches
in [4], e.g., a closed-form time duration solution for two
phases, are no longer valid in our DTS protocol in (P). Also,
the linear EH model solution in [4] cannot be directly applied
to (P) with the practical non-linear EH circuit case. Thus, it is
not straightforward to determine the globally optimal solution
for (P) with existing algorithms.

By solving (P) for all feasible EH constraint 0 ≤ Ē ≤
Ēmax, where Ēmax stands for the maximum harvested energy,
we can determine the achievable R-E region of the DTS
protocol. It is easy to show that the maximum harvested
energy Ēmax in the DTS can be achieved by setting δ1 = 1
and δj = 0 for j = 2, · · · , 2Nr , i.e., all the received
signals are utilized for the EH during one system block. Thus,
denoting λGj ,l and vGj , l as the l-th largest eigenvalue of
GH

j Gj and its corresponding eigenvector, respectively, Ēmax

can be attained with the optimal transmit covariance matrix

Q�
1 = PAvG1, 1vH

G1, 1 as2 [4], [24]

Ēmax = ΔX(PAλG1,1).

III. OPTIMAL SOLUTION FOR THE LINEAR EH MODEL

In this section, we present the globally optimal solution
of (P) for the linear EH model. To tackle the non-convexity,
let us introduce a change of variables as Q̂j � δjQj for
j = 1, · · · , 2Nr . Then, (P) for the linear EH model is
reformulated as

(P1) max
{Q̂j�0},{δj≥0}

2Nr∑

j=2

δj log

∣∣∣∣IMj +
1
δj

HjQ̂jHH
j

∣∣∣∣

s.t. η
2Nr−1∑

j=1

tr
(
GjQ̂jGH

j

)
≥ Ē, (8)

2Nr∑

j=1

tr(Q̂j) ≤ PA, (9)

tr(Q̂j) ≤ δjPP , for j = 1, · · · , 2Nr , (10)
2Nr∑

j=1

δj = 1. (11)

One can see that the objective function of (P1) is the
perspective of the log-determinant which is a concave function.
Since the perspective operation preserves the concavity [27],
we can conclude that the objective function is jointly concave
with respect to {Q̂j} and {δj}. In the following, we first derive
analytic expressions of the optimal transmit covariance matri-
ces {Q̂�

j} with fixed time {δj}, and then address a method for
determining the optimal durations {δ�

j }. Our approach ensures
optimality since (P1) is jointly convex with respect to {Q̂j}
and {δj}.3

A. Optimal Transmit Covariance Matrices

In this subsection, we introduce the analytical results
of {Q̂�

j} of problem (P1) for given {δj}. As (P1) is convex
and satisfies the Slaster’s condition [27], it has zero duality
gap. Therefore, the problem can be optimally solved by using
the Lagrange duality method. The Lagrangian of (P1) is
formulated as

L
({

Q̂j

}
, μ, β, {νj}

)

=
2Nr∑

j=2

δj log

∣∣∣∣IMj +
1
δj

HjQ̂jHH
j

∣∣∣∣− μĒ + βPA

−
2Nr∑

j=1

tr
(
Aj(μ, β, {νj})Q̂j

)
+ PP

2Nr∑

j=1

νjδj , (12)

2The maximum information rate can be achieved by setting δ2Nr = 1. Here,
the optimal covariance matrix Q2Nr is given by the water-filling solution
[4, eq. (3)].

3Thanks to the joint convexity of (P1), one might first obtain {δ�
j }, and

then compute {Q̂�
j } without loss of optimality.
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where μ, β, and {νj} are the non-negative Lagrangian mul-
tipliers associated with the constraint in (8), (9), and (10),
respectively, and Aj(μ, β, {νj}) � (β + νj)INt − μηGH

j Gj .
Here, we define G2Nr � 0 for notational convenience.

Then, the dual function G (μ, β, {νj}) of (P1)
can be expressed as G (μ, β, {νj}) = max{Q̂j�0}
L
({

Q̂j

}
, μ, β, {νj}

)
, and the corresponding dual problem

is given by

min
μ≥0,β≥0,{νj≥0}

G (μ, β, {νj}) . (13)

Thus, to obtain {Q̂�
j}, we first calculate the dual function

G (μ, β, {νj}), and then determine the optimal dual variables
μ�, β�, and {ν�

j } by solving (13).
Denoting S as the set of phase indices j such that j 
= 1

and δj > 0, the Lagrangian (12) can be rewritten by

L
({

Q̂j

}
, μ, β, {νj}

)
=

2Nr∑

j=1

Lj

(
Q̂j , μ, β, νj

)

−μĒ + βPA + PP

2Nr∑

j=1

νjδj,

where

Lj

(
Q̂j, μ, β, νj

)

�

⎧
⎪⎪⎨

⎪⎪⎩

δj log
∣∣∣IMj + 1

δj
HjQ̂jHH

j

∣∣∣−tr
(
Aj(μ, β, {νj})Q̂j

)
,

for j ∈ S,

−tr
(
Aj(μ, β, {νj})Q̂j

)
, for j ∈ Sc.

Since the function Lj

(
Q̂j , μ, β, νj

)
depends only on Q̂j with

given {δj}, we can identify the dual function by solving the
following 2Nr individual problems

max
Q̂j�0

Lj

(
Q̂j , μ, β, νj

)
, for j = 1, · · · , 2Nr . (14)

We first consider (14) for j ∈ S. In this case,
Aj(μ�, β�, {ν�

j }) must be a positive definite matrix, since
otherwise a solution for (14) becomes infeasible as Q̂�

j =
αzjzH

j with α → ∞, where zj stands for the eigenvector of
Aj(μ�, β�, {ν�

j }) associated with any non-positive eigenval-
ues. As a result, the optimal dual variables μ�, β�, and {ν�

j }
should satisfy

β� + ν�
j > μ�ηλGj ,1, for j ∈ S. (15)

Based on (15), we can determine the optimal solution Q̂�
j

to (14) for j ∈ S as [4]

Q̂�
j = δjA

− 1
2

j ṼjΣjṼH
j A− 1

2
j , for j ∈ S, (16)

where Ṽj represents the right singular vector matrix of

HjA
− 1

2
j and the diagonal matrix Σj is defined as Σj =

diag (p̃j,1, · · · , p̃j,M ) with p̃j,m =
(
1/log2− 1/h̃j,m

)+

.

Here, h̃j,m for m = 1, · · · , M indicates the singular value

of HjA
− 1

2
j where M equals M = min(Nt, Nr).

Next, for j ∈ Sc, the problem in (14) becomes convex
semi-definite programming (SDP), whose necessary and suf-
ficient optimality conditions can be written as [28]

Aj(μ�, β�, {ν�
j })Q̂�

j = 0, (17)

Q̂�
j  0, (18)

Aj(μ�, β�, {ν�
j })  0, (19)

where (17) and (18) stand for the Karush-Kuhn-Tucker (KKT)
conditions and (19) is obtained since otherwise the dual
function goes to infinity. Then, for two individual cases in
which all eigenvalues of Aj(μ�, β�, {ν�

j }) are either positive
or not, we can determine Q̂�

j for j ∈ Sc from (17)-(19) as

Q̂�
j =

{
0, for β� + ν�

j > μ�ηλGj ,1,

αjvGj ,1vH
Gj ,1, for β� + ν�

j = μ�ηλGj ,1,
(20)

where αj is any non-negative number. One can easily check
that the solution in (20) fulfills the optimality conditions
in (17) and (18).

By substituting the optimal
{
Q̂�

j

}
into (12), the dual prob-

lem in (13) can be given by

min
μ≥0,β≥0,{νj≥0}

L
({

Q̂�
j

}
, μ, β, {νj}

)

s.t. β� + ν�
j > μ�ηλGj ,1, for j ∈ S,

β� + ν�
j ≥ μ�ηλGj ,1, for j ∈ Sc.

Due to the convexity of the dual problem, it can be optimally
solved by employing the sub-gradient method, e.g., the ellip-
soid method [27]. The sub-gradient gμ, gβ , and {gνj} of the
dual function with respect to μ, β, and {νj} are respectively
expressed as

gμ = η

2Nr−1∑

j=1

tr
(
GjQ̂�

jG
H
j

)
− Ē, (21)

gβ = PA −
2Nr∑

j=1

tr(Q̂�
j ), (22)

gνj = PP δj − tr(Q̂�
j ), for j = 1, · · · , 2Nr . (23)

B. Optimal Time Durations

So far, we have derived the optimal transmit covariance
matrices

{
Q̂�

j

}
for given {δj}. In this subsection, we present

the optimal time durations {δ�
j } for (P1). To this end, let

us first define
{
Q̃j

}
as the transmit covariance matrices

which maximize the harvested energy with fixed {δj}. Then,
we consider the harvested energy maximization problem with
given {δj} as

Ẽ ({δj}) � max
{Q̃j�0}

2Nr−1∑

j=1

tr
(
GjQ̃jGH

j

)
(24)

s.t.
2Nr∑

j=1

tr(Q̃j)≤PA, (25)

tr(Q̃j)≤PP δj , for j=1, · · · , 2Nr, (26)
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where Ẽ ({δj}) represents the optimal value of problem (24),
which reflects the maximum achievable harvested energy with
given {δj}. Notice that the problem in (24) reveals the
feasibility of (P1) for fixed {δj}. To be specific, (P1) is
feasible when Ẽ ({δj}) ≥ Ē, while it becomes infeasible for
Ẽ ({δj}) < Ē. Therefore, the optimal {δ�

j } must be found
under the feasibility condition Ẽ ({δj}) ≥ Ē. In the following
lemma, we provide the optimal value of Ẽ ({δj}).

Lemma 1: Without loss of generality, suppose that phases
are sorted such that λGj ,1 > λGk,1 for j < k. Then,
the maximum harvest energy Ẽ ({δj}) with fixed {δj} in the
DTS can be calculated as

Ẽ ({δj}) = PP

N−1∑

j=1

λGj ,1δj +

⎛

⎝PA − PP

N−1∑

j=1

δj

⎞

⎠λGN ,1,

where λG2Nr ,1 � 0 and N is defined as a minimum integer
n ∈ [1, 2Nr ] that satisfies

∑n
j=1 δj > PA

PP
.

Proof: See Appendix A.
From Lemma 1, we obtain an analytic expression for

Ẽ ({δj}), which is an affine function with respect to {δj}
when N is fixed. However, since the intermediate term N
is a function of {δj}, it is not easy to directly check the
concavity of Ẽ ({δj}). Nonetheless, in the following lemma,
we elaborate on the concavity of Ẽ ({δj}) through a rigorous
verification.

Lemma 2: Ẽ ({δj}) is a concave function over {δj}.
Proof: See Appendix B.

We denote B ({δj}) �
∑2Nr

j=2 δj log
∣∣∣IMj + 1

δj
HjQ̂�

jH
H
j

∣∣∣ as

the optimal value of (P1) for given {δj}. Then, from Lemma 1,
the problem for computing {δ�

j } can be formulated as

max
{δj≥0}

B ({δj}) (27)

s.t. Ẽ ({δj}) ≥ Ē, (28)
2Nr∑

j=1

δj = 1.

Since the strong duality holds for the original (P1), we can
rewrite B ({δj}) as

B ({δj}) = min
μ,β≥0,{νj≥0}

G (μ, β, {νj})

=
2Nr∑

j=1

Lj

(
Q̂�

j , μ
�, β�, ν�

j

)
− μ�Ē + β�PA

+ PP

2Nr∑

j=1

ν�
j δj . (29)

Also, by substituting δ1 = 1 −
∑2Nr

j=2 δj into (28) and (29),
it follows

Ẽ ({δj}) = PP (λGN ,1−λG1,1)
2Nr∑

j=2

δj + PP (λG1,1−λGN ,1)

+ PP

N−1∑

j=2

(λGj ,1 − λGN ,1)δj + PAλGN ,1

≥ Ē, (30)

Algorithm 1 Optimal Algorithm for Solving (P1)

Initialize
{
Q̂j  0

}
, {δj ≥ 0}, μ ≥ 0, β ≥ 0, and νj ≥ 0 for

j = 1, · · · , 2Nr .
Repeat

Repeat
Compute

{
Q̂�

j

}
using (16) and (20) with given μ, β,

and {νj}.
Compute the subgradient of G (μ, β, {νj}) using (21),
(22), and (23).
Update μ, β, and {νj} using the ellipsoid method [30].

Until μ, β, and {νj} converge to the prescribed accuracy.
Compute the subgradient of F ({δj}) using (33).
Update δj for j = 2, · · · , 2Nr using the ellipsoid method.

Until {δj} converge to the prescribed accuracy.

B ({δj}) = F ({δj})− μ�Ē + β�PA + PP ν�
1

−
2Nr∑

j=1

tr
({

(β� + ν�
j )INt − μ�ηGH

j Gj

}
Q̂�

j

)
,

(31)

where

F ({δj}) �
2Nr∑

j=2

δj

(
log

∣∣∣∣IMj +
1
δj

HjQ̂�
jH

H
j

∣∣∣∣+PP (ν�
j −ν�

1 )
)

.

As a result, from (30) and (31), the problem in (27) can be
recast to

max
{δj≥0}

F ({δj}) (32)

s.t.
2Nr∑

j=2

δj ≤ 1 and (30).

Owing to the convexity of (32), we can optimally solve it via
the sub-gradient method. The sub-gradient gδj of F ({δj})
with respect to δj for j = 2, · · · , 2Nr is given by

gδj = log

∣∣∣∣IMj +
1
δj

HjQ̂�
jH

H
j

∣∣∣∣+ Pp(ν�
j − ν�

1 )−Mj

+ tr

((
IMj +

1
δj

HjQ̂�
jH

H
j

)−1
)

, (33)

which comes from the fact ∂ det(M) =
det(M)tr

(
M−1∂M

)
[29]. After obtaining the optimal

δ�
j for j = 2, · · · , 2Nr , δ�

1 can be easily computed by

δ�
1 = 1 −

∑2Nr

j=2 δ�
j . To summarize, Algorithm 1 for solving

(P1) is shown below, whose optimality and convergence have
been proved in [27] and [30] for any given initial points.
In our simulations, the dual variables μ, β, {νj} and the
durations {δj} are initialized as μ = 104, β = 15, νj = 10,
and δj = 1

2Nr for all j, respectively, and the prescribed
accuracy which represents the stopping condition for the
ellipsoid method is equal to 10−4.

We briefly discuss the computational complexity of the
proposed Algorithm 1. The optimal transmit precoding matri-
ces {Q̂�

j} are determined for given {δj} in an inner layer, and
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then we calculate {δ�
j } in an outer layer. As the complexity

of Algorithm 1 is dominated by two ellipsoid methods, each
of which finds the dual variables and the optimal {δ�

j },
respectively, the total complexity of Algorithm 1 becomes
O(24Nr) [27].

C. Low Complexity Algorithm With Antenna Mode Selection

In the preceding subsection, the optimal solution for the
transmit covariance matrices and the time durations have been
obtained when all possible 2Nr antenna modes are included
as in Fig. 2. Although this provides the optimal performance
of the proposed DTS protocol, the computational complexity
for the transceiver optimization process in Algorithm 1 is
proportional to the number of antenna modes 2Nr , which
might be a burden for a large Nr.

To tackle this issue, we present a low-complexity algorithm
of the proposed DTS with D phases.4 In this approach, each
receive antenna switches its operation only once from the
EH mode to the ID mode. Accordingly, for each phase u
(u = 1, · · · , D), we have Iu−1 ⊂ Iu. The low-complexity
algorithm can reduce the implementation complexity since
it only considers a small number of phases. Similar to the
optimal frame structure in Fig. 2, we assume I1 = ∅ and
ID = Nr. Then, the performance would depend on the mode
switching order of the receive antennas, since at phase u,
the channel matrix Hu changes for each mode switching can-
didate. Hence, the search size becomes

∏D−1
u=2 (Nr + 2− u).

To further reduce the complexity, we propose an antenna mode
selection method for each phase u as follows.

Let Tu �
{
Is

∣∣Ms = u− 1, Īu−1 ⊂ Is ⊂ Nr

}
be the set

of the antenna mode candidates for phase u, where Īu−1 is
the antenna mode set, i.e., the set of antennas operating in the
ID, selected for phase (u−1). First, we initialize the iteration
index u and the selected antenna mode set Ω(u) as Ω(u) ={
Ī1 = ∅, ĪD = Nr

}
. Then, at iteration u, the antenna mode

Is ∈ Tu, which maximizes the total rateR (Ω(u− 1) ∪ {Is}),
is chosen for phase u, where we define R (X ) as the total
rate with the antenna mode set X , which can be computed by
optimizing the covariance matrices and durations with setting
δj = 0 for Ij /∈ X in Algorithm 1. The procedure is terminated
when the rate does not increase any more or the cardinality of
Ω(u) becomes Nr + 1. We summarize the proposed antenna
mode selection method as below.

In Algorithm 2, since we only consider Nr +2−u elements
from Tu at iteration u for u = 2, · · · , D − 1 ≤ Nr, the
computational complexity can be expressed as O

(∑Nr
u=2(u +

1)4(Nr + 2− u)
)
, which is much lower than that of the DTS

scheme with the optimal frame structure. For example, for
Nr = 4, the complexity order for the optimal DTS is 65,536,
while that for the proposed low-complexity antenna mode
selection becomes 2,342, which is only 3.56% of the optimal
DTS. From the simulation, we will show that the proposed
selection method achieves near-optimal performance.

4The design parameter D (D ≤ Nr + 1) determines a tradeoff between the
computational complexity and the SWIPT performance. Appropriate choices
for D will be examined in Section V from numerical results.

Algorithm 2 Antenna Mode Selection Altorighm

Initialize u← 1 and Ω(u)←
{
Ī1 = ∅, ĪD = Nr

}
.

Repeat
Set u ← u + 1.
Set Tu =

{
Is

∣∣Ms = u− 1, Īu−1 ⊂ Is ⊂ Nr

}
.

Calculate R (Ω(u− 1) ∪ {Is}) by optimizing {Q̂j}
and {δj} via Algorithm 1.
Calculate Īu ← argmaxIs∈Tu R (Ω(u− 1) ∪ {Is}).
Set Ω(u)← Ω(u− 1) ∪

{
Īu

}
.

Until R (Ω(u)) does not increase or |Ω(u)| = Nr + 1.

IV. PROPOSED SOLUTION FOR THE

NON-LINEAR EH MODEL

In this section, we solve problem (P) for the non-linear EH
model. With the EH constraint in (6), (P) can be equivalently
formulated as

(P2) max
{Q̂j�0},{δj≥0}

2Nr∑

j=2

δj log

∣∣∣∣IMj +
1
δj

HjQ̂jHH
j

∣∣∣∣

s.t.
2Nr−1∑

j=1

Wj∑

i=1

δj

⎛

⎝ 1

1+exp
(
− a

δj
hH

ei,j
Q̂jhei,j +ab

)−c

⎞

⎠

≥ (1 − c)Ē
M

, (34)

(9), (10), and (11).

Due to the non-convexity of the sigmoidal function in the EH
constraint (34), the proposed approach for the linear EH model
in Sec. III cannot be directly applied to (P2).

To circumvent the problem, let us introduce slack variables
τi,j ≥ 0 for j = 1, · · · , 2Nr − 1 and i = 1, · · · , Wj ,
which represent the received RF signal power in phase j
at the i-th antenna of the receiver. Denoting Ξ(δj , τi,j) �
δj

/(
1 + exp

(
−a

τi,j

δj
+ ab

))
− cδj , (P2) is transformed to

(P2.1) max
{Q̂j�0},{δj≥0}

{τi,j≥0}

2Nr∑

j=2

δj log

∣∣∣∣IMj +
1
δj

HjQ̂jHH
j

∣∣∣∣

s.t.
2Nr−1∑

j=1

Wj∑

i=1

Ξ(δj , τi,j) ≥
(1− c)Ē

M
, (35)

hH
ei,j

Q̂jhei,j ≥τi,j , for j=1, · · · , 2Nr−1,

i = 1, · · · , Wj , (36)

(9), (10), and (11).

The equivalence between (P2) and (P2.1) can be easily verified
since the constraint in (36) holds with equality at the optimal.
Otherwise, we can always increase τi,j without decreasing the
objective value.

Still, (P2.1) is a non-convex problem in general due to
the constraint in (35). To address this issue, we adopt the
SCA technique [31] which iteratively solves a sequence of
approximated convex problems for the original non-convex
one. It has been known that with proper approximations,
the SCA algorithm converges to a locally optimal solution
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of the original non-convex problem. In each iteration of the
SCA algorithm, we need to construct a surrogate function
of the non-convex constraint (35) which provides a concave
lower bound of Ξ(δj , τi,j) [25]. The following lemma presents
a tractable surrogate function Ξ(l)

LB(δj , τi,j) for the function
Ξ(δj , τi,j).

Lemma 3: Let us denote δ(l) and τ (l) as solutions for δ and
τ obtained at the l-th iteration of the SCA algorithm, respec-
tively. Then, the concave surrogate function Ξ(l)

LB(δj , τi,j) for
Ξ(δj , τi,j) can be expressed as

Ξ(l)
LB(δj , τi,j) � χ

τ2
i,j

δj
+ κ1

(
δ
(l)
j , τ

(l)
i,j

)
τi,j + κ2

(
δ
(l)
j , τ

(l)
i,j

)
δj

≤ Ξ(δj , τi,j),

where

κ1

(
δ
(l)
j , τ

(l)
i,j

)
�

a exp
(

ab + a
τ
(l)
i,j

δ
(l)
j

)

(
exp(ab) + exp

(
a

τ
(l)
i,j

δ
(l)
j

))2 − 2χ
τ

(l)
i,j

δ
(l)
j

,

κ2

(
δ
(l)
j , τ

(l)
i,j

)
� χ

(
τ

(l)
i,j

δ
(l)
j

)2

−
aτ

(l)
i,j exp

(
ab+a

τ
(l)
i,j

δ
(l)
j

)

δ
(l)
j

(
exp(ab)+exp

(
a

τ
(l)
i,j

δ
(l)
j

))2

+
1

1 + exp
(
−a

τ
(l)
i,j

δ
(l)
j

+ ab

) − c,

with χ � −a2(5+3
√

3)

54+30
√

3
= −0.0481a2 < 0.

Proof: See Appendix C.
With the aid of Lemma 3, at the (l + 1)-th iteration of

the SCA procedure, we can express a convex approximation
of (P2.1) as

(P2.2) max
{Q̂j�0},{δj≥0}

{τi,j≥0}

2Nr∑

j=2

δj log

∣∣∣∣IMj +
1
δj

HjQ̂jHH
j

∣∣∣∣

s.t.
2Nr−1∑

j=1

Wj∑

i=1

Ξ(l)
LB(δj , τi,j) ≥

(1− c)Ē
M

,

(9), (10), (11), and (36).

As a result, (P2.2) can be optimally solved via existing
convex optimization solvers, e.g., CVX [27]. Finally, we sum-
marize an iterative procedure for (P2) in Algorithm 3 as below.
Since the proposed surrogate function Ξ(l)

LB(δj , τi,j) fulfills the
conditions in [31], it is guaranteed that Algorithm 3 converges
to at least a locally optimal point [25], [31]. Notice that the
proposed antenna mode selection method in Section III-C
can also be applied to the non-linear EH model along with
Algorithm 3. For the initialization of Algorithm 3, we set
δ
(0)
j = 1

2Nr
and τ

(0)
i,j = 10−3, ∀i, j.5

5We confirm through our simulation that this simple initialization is suffi-
cient for achieving good performance.

Algorithm 3 Proposed Algorithm for Solving (P2)

Initialize l = 0,
{
δ
(l)
j

}
, and

{
τ

(l)
i,j

}
, ∀i, j.

Repeat
Solve (P2.2) with given

{
δ
(l)
j

}
and

{
τ

(l)
i,j

}
and obtain

the solution
{
δ
(l+1)
j

}
and

{
τ

(l+1)
i,j

}
.

Update l ← l + 1.
Until convergence.

Fig. 4. Average R-E region of the linear EH model with Nt = 2 and
Nr = 3.

V. SIMULATION RESULTS

In this section, we present numerical results to validate the
proposed DTS protocol. The peak power constraint is set as
PP = 1.5PA and the noise variance at the receiver is given by
σ2 = −60 dBm. Unless specified otherwise, the power budget
at the transmitter and the EH efficiency are assumed to be
PA = 30 dB and η = 0.4, respectively. For the non-linear EH
model, the constants M , a, and b are set to be M = 2.8 mW,
a = 1500, and b = 0.0022, respectively [20], [24]. All the
simulation results obtained in this section are averaged over
Rayleigh fading channel realizations with the average pathloss
of 30 dB.

In Fig. 4, we illustrate the average R-E region of the
proposed DTS protocol for the linear EH model with Nt = 2
and Nr = 3. For comparison, the R-E region of conventional
UTS and “Single phase” schemes are also plotted. Here, the
“Single phase” represents a simple SWIPT system where only
a single phase is selected out of total 2Nr phases of the
proposed DTS protocol. Thus, in the “Single phase” scheme,
the received signals at antennas Ek are used for the EH, while
those at Ik are utilized for the ID during one system frame.
From this figure, the achievable harvested energy region of the
“Single phase” gets larger as the number of EH antennas |Ek|
increases, and this is attributed to the fact that λGk,1 becomes
higher as |Ek| grows in general. It is worth noting that the
proposed DTS exhibits a much larger R-E region than other
schemes. Hence, it is identified that the time durations as well
as the precoding matrices for the multiple modes should be
carefully optimized to improve the SWIPT performance.

Fig. 5 exhibits the average R-E region of the proposed DTS
and the conventional UTS scheme of the linear EH model for
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Fig. 5. Average R-E region of the linear EH model for Nt = 2 and 3 with
Nr = 4.

Fig. 6. Average rate performance for the linear EH model as a function
of Nr with Ē = 0.85Ēmax and 0.65Ēmax.

Nt = 2 and 3 with Nr = 4. To investigate the impact of
the proposed low-complexity antenna mode selection method,
the performance of the DTS is evaluated for different number
of antenna sets D. For the optimal DTS, the transceiver
optimization in Algorithm 1 is applied, while for D < 2Nr ,
the antenna selection method in Section III-C is performed.
From the figure, we can see that the proposed DTS generates
larger R-E regions than the conventional UTS for all Nt and
D. This is because the conventional UTS is a special case
of the DTS protocol with D = 2. Also, it is observed that
the DTS with D = 5 achieves the near optimal performance
of D = 24, which demonstrates the efficacy of the proposed
antenna selection method. Note that a complexity reduction
of the antenna selection algorithm with D = 5 is 96.44%
compared to the optimal DTS.

Fig. 6 depicts the average rate performance of the linear
EH model as a function of the number of receive antennas
Nr with Nt = 2 for the EH constraints Ē = 0.65Ēmax and
0.85Ēmax. Again, it can be verified that the proposed DTS
outperforms the conventional UTS scheme for all simulated Ē.
In particular, the performance gap between the two methods
increases as Nr grows, since the degree of freedom for the
DTS protocol design becomes higher. When Ē = 0.85Ēmax,
the average rate performance gains of the proposed DTS

Fig. 7. Average R-E region of the non-linear EH model for Nr = 2, 3,
and 4 with Nt = 2.

Fig. 8. Comparison between the linear and non-linear EH models with
Nt = Nr = 2 and PA = 23dBm and 35dBm.

over the conventional UTS are about 60 % and 122 % for
Nr = 3 and 6, respectively. In addition, when the proposed
antenna mode selection is employed for the DTS with D = 4,
a performance loss becomes negligible compared to the opti-
mal DTS. These results confirm the effectiveness of our DTS
protocol.

Next, in Fig. 7, we plot the average R-E region of the
non-linear EH model for Nr = 2, 3, and 4 with Nt = 2.
As seen in this figure, the average R-E regions of all schemes
become larger as the number of receive antennas grows.
Similar to the linear EH model case, the optimal DTS exhibits
the largest average R-E region, while the conventional UTS
shows the worst SWIPT performance. Also, it is obvious
that the proposed antenna selection method with D = 5
achieves almost the same R-E region with the optimal one
when Nr = 4. This infers that our low-complexity design
approach is able to offer the performance very close to the
optimum.

Fig. 8 compares the performance for the linear and
non-linear EH models in Algorithms 1 and 3, respectively, with
Nt = Nr = 2, D = 2Nr = 4, and η = 0.7 for PA = 23 dBm
and 35 dBm. Here, the average R-E region is evaluated under
the non-linear EH model, i.e., we obtain (6) by substituting
{Q�

j} and {δ�
j } computed via Algorithm 1 for the linear EH

case. First, it is checked that for PA = 35 dBm, the proposed
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algorithm for the non-linear EH model generates much larger
R-E region than that for the linear EH model, since the
mismatch between the linear model and the measurement data
is large in the high input RF power regime as illustrated
in Fig. 3. However, two algorithms exhibit similar performance
when PA = 23 dBm, indicating that the linear EH model
is accurate if the average transmit power at the transmitter
is small. Notice that the proposed algorithm for the linear
EH model is more computationally efficient than that for the
non-linear model. Thus, for the low PA regime, we can employ
Algorithm 1 for the linear EH model in practice to achieve
proper SWIPT performance with lower complexity.

VI. CONCLUSION

In this paper, we have proposed the DTS protocol in the
P2P SWIPT MIMO systems for both linear and non-linear
EH models. The proposed DTS can be viewed as a general
framework for the TS-based SWIPT schemes and includes
the conventional UTS method as a special case. To fully
identify the performance of the DTS protocol, we focus on
the achievable R-E region by solving the rate maximization
problems under the EH constraint. For a low-complexity
algorithm, an antenna mode selection method has also been
proposed which achieves near-optimal performance with much
reduced complexity. Numerical results have demonstrated the
effectiveness of the DTS scheme. This paper has focused
on the investigation of the theoretical performance of the
proposed DTS architecture. Practical implementation issues of
the DTS protocol such as an extension to massive MIMO con-
figurations and the performance optimization with imperfect
CSI would be important future research plans. A performance
comparison between the DTS and the dynamic PS protocols
with multiple EH circuits is worth pursuing as a future work.

APPENDIX A
PROOF OF LEMMA 1

For δj = 0, one can easily identify that from the peak
power constraint (26), the optimal Q̃�

j becomes a zero matrix.
Consequently, we consider a non-trivial case of δj > 0 for
j = 1, · · · , 2Nr . The problem in (24) is convex and satisfies
the Slater’s condition, and thus the duality gap is zero [27].
Hence, it can be optimally solved by employing the Lagrange
duality method. First, it is straightforward to show that the
optimal Q̃�

2Nr for (24) equals Q̃�
2Nr = 0 since Ẽ ({δj}) is

independent of Q̃2Nr .
Next, to compute the optimal solution Q̃�

j for j =
1, · · · , 2Nr − 1, the KKT conditions for problem (24) are
rewritten as

(
GH

j Gj − (φ� + θ�
j )INt

)
Q̃�

j = 0, ∀j, (37)

(φ� + θ�
j )INt −GH

j Gj  0, ∀j, (38)

φ�

⎛

⎝PA −
2Nr−1∑

j=1

tr(Q̃�
j )

⎞

⎠ = 0, (39)

θ�
j

(
PP δj − tr(Q̃�

j )
)

= 0, ∀j, (40)

where φ� and {θ�
j } are the optimal dual variables, (38) comes

from the fact that Ẽ ({δj}) must have a bounded value, and
(39) and (40) indicate the complementary slackness conditions.
Note that (38) can be equivalently expressed as6

φ� + θ�
j ≥ λGj ,1 > 0, ∀j. (41)

In what follows, we investigate (41) for two different cases
φ� = 0 and φ� > 0. For the first case of φ� = 0, from (41),
the optimal dual variable θ�

j is bounded as θ�
j ≥ λGj ,1 > 0, ∀j.

When θ�
j > λGj ,1, we have Q̃�

j = 0 by employing (37), which
violates the complementary condition (40). Accordingly, for
φ� = 0, the optimal θ�

j is calculated by θ�
j = λGj ,1,

and the corresponding optimal transmit covariance matrix Q̃�
j

from (37) and (40) is written as

Q̃�
j = PP δjvGj , 1vH

Gj, 1, ∀j. (42)

By substituting (42) into the sum power constraint in (25),
it can be verified that the case of φ� = 0 corresponds to∑2Nr−1

j=1 δj ≤ PA

PP
.

Now, we consider the case where the optimal φ� is a positive
number, which only occurs when

∑2Nr−1
j=1 δj > PA

PP
with θ�

j =
0 for some j. Let us define P as the set of phase indices j
such that θ�

j > 0. For j ∈ P , it should follow φ� + θ�
j =

λGj ,1 from (41), since otherwise when φ� + θ�
j > λGj ,1, the

optimal Q̃�
j is not feasible similar to the first case of this proof.

Therefore, we always obtain φ�+θ�
j = λGj ,1 for j ∈ P , which

leads to the optimal matrix Q̃�
j = PP δjvGj , 1vH

Gj , 1.
Next, for j ∈ Pc, we have φ� ≥ λGj ,1. If φ� > λGj ,1,

the optimal Q̃�
j is given by Q̃�

j = 0 due to the condition in
(37). On the other hand, there exists at most one j ∈ Pc for
φ� = λGj ,1, and the optimal solution Q̃�

j can be computed
from (39) as Q̃�

j = dvGj , 1vH
Gj , 1 with d ∈ [0, PP δj ] satisfying

∑2Nr−1
j=1 tr(Q̃�

j ) = PA. Without loss of generality, suppose
that the phases are sorted such that λGj ,1 > λGk,1 for j < k.
Recalling the facts φ�+θ�

j = λGj ,1 for j ∈ P and φ� ≥ λGj ,1

for j ∈ Pc, we have

max
j∈Pc

λGj ,1 ≤ φ� < min
j∈P

λGj ,1.

Then, there always exists a unique phase index N ∈ Pc

such that

λG2Nr −1,1 < · · · < λGN ,1 ≤ φ� < λGN−1,1 < · · · < λG1,1.

Hence, the set P is identified as P = {1, · · · , N − 1}. Based
on these results, the optimal covariance matrix becomes Q̃�

j =
ζjvGj , 1vH

Gj , 1, where

ζj =

⎧
⎪⎨

⎪⎩

PP δj , for j = 1, · · · , N − 1,

PA −
∑N−1

j=1 tr(Q̃�
j ), for j = N,

0, for j = N + 1, · · · , 2Nr − 1.

(43)

We can check that N is the minimum index n satisfying∑n
j=1 δj > PA

PP
. Plugging (43) into the objective in (24),

we complete the proof.

6In the random fading environment, the channel matrices are not orthogonal
to each other in general, and thus the eigenvalues {λGj ,1} are not the same,
i.e., λGj ,1 �= λGi,1 for j �= i, with probability one.
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APPENDIX B
PROOF OF LEMMA 2

For notational simplicity, we define δ = [δ1, · · · , δ2Nr ].
To prove the concavity of Ẽ(δ), we first show that its domain

K =
⋃2Nr

N=1DN is a convex set, where

DN =

⎧
⎨

⎩δ

∣∣∣∣∣∣
PA

PP
<

N∑

j=1

δj ≤
PA

PP
+ δN

⎫
⎬

⎭ . (44)

Suppose that feasible solutions δ1 and δ2 satisfy δ1 ∈ DN1

and δ2 ∈ DN2 , respectively, for integers N1, N2 ∈ [1, 2Nr ].
Then, if there exists an integer N3 ∈ [1, 2Nr ] such that δ3 �
θδ1 + (1− θ)δ2 ∈ DN3 ⊂ K for all 0 ≤ θ ≤ 1, we can show
that the feasible set K is convex.

We consider two different cases where N1 = N2 and N1 <
N2. First, when N1 = N2, it is easy to verify that for all
0 ≤ θ ≤ 1, δ3 is always in the set DN1 since

N1−1∑

j=1

(
θδ1

j + (1− θ)δ2
j

)
≤ θ

PA

PP
+ (1− θ)

PA

PP
=

PA

PP
,

N1∑

j=1

(
θδ1

j + (1− θ)δ2
j

)
> θ

PA

PP
+ (1− θ)

PA

PP
=

PA

PP
.

Similarly, for the second case with N1 < N2, we can always
find an integer N3 ∈ [1, 2Nr ] such that N1 ≤ N3 ≤ N2 and
δ3 ∈ DN3 . Thus, the feasible domain of Ẽ(δ) is a convex set.

Now, we investigate the concavity of Ẽ(δ) by proving

Ẽ
(
δ3
)
≥ θẼ

(
δ1
)

+ (1 − θ)Ẽ
(
δ2
)
, (45)

for δk ∈ DNk
and k = 1, 2, 3. In the first case of N1 = N2,

since N3 = N1, we can easily identify that (45) always holds
with the equality. Next, we examine the second case where
N1 ≤ N3 ≤ N2. Let us define a function AN (δ) as

AN

(
δ
)

= PP

N−1∑

j=1

λGj ,1δj +

⎛

⎝PA − PP

N−1∑

j=1

δj

⎞

⎠λGN ,1.

To show (45), we first verify the fact that Ẽ
(
δ̂
)

< AN−n

(
δ̂
)

always holds for any δ̂ ∈ DN and an integer 0 < n < N .
It follows

Ẽ
(
δ̂
)
−AN−n

(
δ̂
)

= PP

(
λGN−n,1 − λGN ,1

)
⎛

⎝
N−n−1∑

j=1

δ̂j −
PA

PP

⎞

⎠

+ PP

N−1∑

j=N−n

(
λGj ,1 − λGN ,1

)
δ̂j

< PP

(
λGN−n,1 − λGN ,1

)
⎛

⎝
N−1∑

j=1

δ̂j −
PA

PP

⎞

⎠ (46)

≤ 0, (47)

where (46) and (47) respectively come from the facts λGj ,1 >

λGk,1 for j < k and δ̂ ∈ DN .

Also, we can show Ẽ
(
δ̂
)

< AN+n

(
δ̂
)

as

Ẽ
(
δ̂
)
−AN+n

(
δ̂
)

= PP

(
λGN ,1 − λGN+n,1

)
⎛

⎝PA

PP
−

N∑

j=1

δ̂j

⎞

⎠

−PP

N+n−1∑

j=N+1

(
λGj ,1 − λGN+n,1

)
δ̂j

< 0. (48)

Repeatedly, Ẽ
(
δ
)

is an affine function for all N . Therefore,
by using (47) and (48), we have

Ẽ
(
δ3
)

= θAN3

(
δ1
)

+ (1 − θ)AN3

(
δ2
)

> θẼ
(
δ1
)

+ (1− θ)Ẽ
(
δ2
)
,

which concludes that Ẽ(δ) is a concave function.

APPENDIX C
PROOF OF LEMMA 3

Let us rewrite the function Ξ(δj , τi,j) as Ξ(δj , τi,j) =
δjΨ

(
τi,j

δj

)
, where Ψ(x) � 1

1+exp(−ax+ab) − c. To derive the

surrogate function of Ξ(δj , τi,j), we first focus on Ψ(x) which
is non-decreasing and has a bounded curvature. For any given
local point x(l), a lower bound Ψ(l)

LB(x) of the function Ψ(x)
is given by

Ψ(x) ≥ χ

2

(
x− x(l)

)2

+
∂Ψ(x(l))

∂x

(
x− x(l)

)
+ Ψ

(
x(l)
)

� Ψ(l)
LB(x). (49)

To construct the lower bound in (49), the constant χ is chosen
to satisfy χ ≤ ∂2Ψ(x)

∂x2 for any positive number x [31]. Thus,

we need to find the minimum value of ∂2Ψ(x)
∂x2 with respect to

x ≥ 0.
The third order derivative of Ψ(x) can be attained by

∂3Ψ(x)
∂x3

=
(exp(2ab) + exp(2ax)− 4 exp(a(b + x)))

(exp(ab) + exp(ax))4

× a3 exp(a(b + x)). (50)

By solving the equation ∂3Ψ(x)
∂x3 = 0, the stationary points

of ∂3Ψ(x)
∂x3 can be computed as x1 = 1

a ln(2 −
√

3) + b and
x2 = 1

a ln(2 +
√

3) + b. From (50), it can be verified that
∂3Ψ(x)

∂x3 is positive for 0 ≤ x < x1 and x > x2, while ∂3Ψ(x)
∂x3 is

negative for x1 < x < x2, which implies that ∂2Ψ(x)
∂x2 achieves

the minimum at x = x2. Hence, χ in (49) is calculated as
χ = −a2(5+3

√
3)

54+30
√

3
.

Now, we consider the function Ξ(δj , τi,j) = δjΨ
(

τi,j

δj

)
,

whose lower bound Ξ(l)
LB(δj , τi,j) can be obtained from (49)

as Ξ(l)
LB(δj , τi,j) = δjΨ

(l)
LB

(
τi,j

δj

)
. Provided that χ < 0,

one can easily check that Ψ(l)
LB(x) is a concave function.

Thus, the function Ξ(l)
LB(δj , τi,j), which is the perspective

of Ψ(l)
LB(x), is also concave, since the perspective oper-

ation guarantees the concavity [27]. Also, we can prove
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the facts Ξ(l)
LB(δ(l)

j , τ
(l)
i,j ) = Ξ(δ(l)

j , τ
(l)
i,j ),

∂Ξ
(l)
LB(δ

(l)
j ,τ

(l)
i,j )

∂δj
=

∂Ξ(δ
(l)
j ,τ

(l)
i,j )

∂δj
, and

∂Ξ
(l)
LB(δ

(l)
j ,τ

(l)
i,j )

∂τi,j
=

∂Ξ(δ
(l)
j ,τ

(l)
i,j )

∂τi,j
, which indicate

that Ξ(l)
LB(δ(l)

j , τ
(l)
i,j ) is a surrogate function of Ξ(δ(l)

j , τ
(l)
i,j ) [25].

This completes the proof.
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