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Abstract: In multimedia communication systems, efficient transmission system design should incorporate the use of matching unequal error protection (UEP), since source coders exhibit unequal bit error sensitivity. In this paper, we present UEP schemes which exploit differences in bit error protection levels in orthogonal frequency division multiplexing (OFDM) systems over frequency selective fading channels. We introduce an UEP scheme which improves the link performance with multiple transmit and receive antennas. Especially, we propose a new receiver structure based on two stage Maximum Likelihood detection (MLD) schemes which can approach the performance of a full search MLD receiver with much reduced computational complexity. In the performance analysis, we derive a generalized pairwise error probability expression for the proposed UEP schemes. Simulation results show that the proposed schemes achieve a significant performance gain over the conventional equal error protection (EEP) scheme.

Index Terms: Multiple-input multiple-output orthogonal frequency division multiplexing (MIMO-OFDM), multistage decoding (MSD), performance evaluation, unequal error protection (UEP).

I. INTRODUCTION

Next generation wireless communication systems are expected to provide reliable transmission over fading channels. Bit streams from most real world source coding algorithms for speech, audio, images and video exhibit unequal bit error sensitivity for different bits. In the conventional system, error protection needs to be designed for the most sensitive bits, because those bits will dominate the overall detection performance. In such equal error protection (EEP) systems, this results in the waste of resource for the protection of the least sensitive bits, since they are assigned the same protection level as the most sensitive bits.

In contrast, the unequal error protection (UEP) [1], [2] receiver matches the protection level according to the system requirement, and thus can save system resources. When all the bits in the bit stream do not require the same error protection, we can improve the overall efficiency by applying UEP at no extra bandwidth or power requirement. The UEP schemes divide the source data into two or more groups and assign different protection levels to each group. The most important bits, defined as base information (BI), are protected with more redundancy, while the least important bits, defined as refinement information (RI), are restored with less protection. For example, it has been determined in [3] that, for good voice quality, the most sensitive bits of a G.723.1 frame cannot tolerate a bit error rate (BER) higher than $5 \times 10^{-3}$, while the remaining bits can tolerate a BER as high as $10^{-3}$.

Several UEP schemes have been employed in many digital communication systems to jointly optimize the transmission schemes with the digital source. A UEP scheme based on rate compatible punctured convolutional (RCPC) codes [4] has been studied in [5]. The design of an error correction scheme is usually carried out by selecting a fixed channel code with the same error correction capability for all the data to be transmitted, where the fixed code is designed to handle the worst case of average channel/source conditions and the most error sensitive source bits. To make the best use of the limited resources, it is necessary to match the error protection level provided by the channel code to the error sensitivity. The RCPC codes meet such requirements of providing a flexible UEP [5]. Punctured bits in the RCPC codes represent savings in bit rate (or bandwidth) without loss of quality. Alternatively, the gain of UEP over EEP can be converted into a power gain. Other previous approaches include nonstandard signal set signal partitioning and multistage decoding (MSD) [1], [6], [7] techniques which provide good UEP capabilities. The coding scheme is designed in such a way that the most important information bits result in a better error rate than other information bits. A hierarchical signal constellation of a nonuniform signal constellation is also a natural strategy to provide the UEP capability [8].

Multiple-input multiple-output (MIMO) [9], [10] systems have attracted much attention to provide high-speed data for next generation communication systems with multiple antennas at the transmitter and receiver side. As the demand for higher bit rates increases, it becomes important to use the spectral source more efficiently. For wideband systems, both single carrier and multi-carrier systems can be applied to combat frequency selective channels. Equalization is one choice for the single carrier approach [11], whereas orthogonal frequency division multiplexing (OFDM) utilizes multiple subcarriers to cope with frequency selectivity caused by multipath fading for the multi-carrier approach [12]–[15]. For example, the wireless local area network (WLAN) system defined by the IEEE 802.11a standard adopts the OFDM in packet-based communications operating in the unlicensed 5 GHz band. In this paper, we propose a UEP scheme for MIMO-OFDM which combines OFDM with MIMO systems. The proposed UEP schemes employ a hierar-
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chical signal mapping based on both minimum mean square error (MMSE) and maximum likelihood (ML) detectors. We show that a significant performance gain for BI is achieved compared with an EEP scheme. We investigate the performance of the proposed UEP in the nonuniform signal constellation.

While the maximum likelihood detection (MLD) exhibits the optimum performance, it is often too complicated to be applied in practice. Thus, much interest has been focused on reducing the complexity of the original MLD method [16]–[20]. In this paper, we propose an efficient MLD receiver operating in two stages. The proposed detector estimates the BI bits using an MMSE detector first, then the remaining RI bits are processed by MLD. Simulation results show that the proposed two stage MLD scheme can achieve a near ML performance with reduced complexity.

Also we derive the generalized pairwise error probability (PEP) for the proposed UEP scheme in MIMO-OFDM systems. Based on the PEP analysis, we can optimize the hierarchical nonuniform constellation to maximize the coding gain.

The organization of the paper is as follows: In Section II, we present the system overview. In Section III, we propose a new UEP scheme and a two stage MLD receiver. Then, we evaluate the PEP bound of the proposed UEP scheme in Section IV. Section V shows the simulation results for MIMO-OFDM. Finally, the paper is terminated with discussions in Section VI.

II. SYSTEM OVERVIEW

In this section, we consider an OFDM system with $N_t$ transmit and $N_r$ receive antennas. Fig. 1 shows the transmitter configuration of the UEP system, where $N_c$ indicates the number of subcarriers. Here, $K$ different bit sensitivity groups are transmitted through parallel transmission substreams with independent encoders and bit-interleavers. A key function block in this structure is a hierarchical signal mapping [21]. The hierarchical signal mapping offers different levels of protection to the transmitted bits in a message symbol according to their priorities. Thus, information bits are distributed to different bit-sensitivity groups.

For the channel model, we make the following assumptions. Considering the time domain channel impulse response between the $i$th transmit and the $j$th receiver antenna, the frequency selective channel can be modeled as

$$h_{i,j}^{(\tau)}(\tau) = \sum_{n=1}^{L} \tilde{h}_{i,j}^{(\tau)}(n) \delta(\tau - \tau_n)$$

where the channel coefficients $\tilde{h}_{i,j}^{(\tau)}(n)$ are independent complex Gaussian with zero mean, $\delta(\cdot)$ and $\tau_n$ stand for the Dirac delta function and the $n$th time propagation delay, respectively, and $L$ denotes the number of channel taps. It follows that the channel frequency response between the $i$th transmit and the $j$th receive antenna can be expressed by

$$H_{i,j}^{(k)} = \sum_{n=1}^{L} \tilde{h}_{i,j}^{(k)}(n) e^{-j2\pi k\tau_n/N_t \tau_s} = \tilde{h}_{i,j}^{(k)} w_k$$

where $\tau_s$ represents the sampling period and $\tilde{h}_{i,j}^{(k)}$ and $w_k$ are defined as $\tilde{h}_{i,j}^{(k)} = [\tilde{h}_{i,j}^{(1)}(1) \tilde{h}_{i,j}^{(1)}(2) \ldots \tilde{h}_{i,j}^{(1)}(L)]^*$ and $w_k = [e^{-j2\pi k\tau_1/N_t \tau_s} e^{-j2\pi k\tau_2/N_t \tau_s} \ldots e^{-j2\pi k\tau_L/N_t \tau_s}]^T$, respectively. Here, $(\cdot)^T$ and $(\cdot)^*$ indicate the transpose and the complex-conjugate transpose, respectively. Note that $|H_{i,j}^{(k)}|$ is Rayleigh distributed.

Let us define the $N_r$-dimensional complex transmitted signal vector $x_k$ and the $N_r$-dimensional complex received signal vector $y_k$. Then, the received signal at the $k$th subcarrier can be written as

$$y_k = \sqrt{E_s} H_k x_k + n_k$$

where $E_s$ is the symbol energy and

$$H_k = \begin{bmatrix} H_{1,1}^{(k)} & \cdots & H_{1,N_t}^{(k)} \\ \vdots & \ddots & \vdots \\ H_{N_t,1}^{(k)} & \cdots & H_{N_t,N_t}^{(k)} \end{bmatrix}, n_k = \begin{bmatrix} n_1^k \\ \vdots \\ n_{N_t}^k \end{bmatrix}.$$

Here, we assume that the transmitted signal power is normalized to unity and distributed equally over $N_t$ transmit antennas. Thus, the covariance matrix of $x_k$ equals $E[xx_k^*] = I_{N_t}$, where $E[\cdot]$ and $I_{N_t}$ indicate expectation and an identity matrix of size $N_t$, respectively. The additive noise terms in $n_k$ are assumed to be independent and identically-distributed (i.i.d.) complex zero mean Gaussian with variance $\sigma_n^2$.

III. PROPOSED UEP STRUCTURE

In this section, we first propose a UEP scheme with the hierarchical signal mapping. Then, the two stage MLD scheme is also presented.

A. Hierarchical Signal Mapping

Fig. 2 exhibits the receiver structure for the proposed UEP. The receiver is assumed to have perfect knowledge of the channel state information. After the FFT demodulation, the received
signals can be processed either by MMSE filtering or MLD. The ML detection achieves the optimum performance at the expense of increased complexity compared to the MMSE filtering. After demultiplexing, each parallel substream is independently bit-deinterleaved and decoded.

As an example, for the 16QAM case, we can consider two incoming data streams (K = 2) where b1 and b2 denote the BI and the RI bits, respectively. In the BI stream, two bits out of four are assigned to the most important bit positions, while in the RI stream the remaining two bits are assigned to the least important bit positions. In Fig. 3, the hierarchical signal constellation for 16QAM is presented [21], [22]. The hierarchical signal constellation is designed such that the BI bits are selected as one of four fictitious symbols (black circles), whereas the RI bits are treated as one of four symbols (empty circles) surrounding the selected fictitious symbol. In other words, the constellation consists of "clouds" of subconstellations which account for the RI, while the BI is represented by the position of the clouds. Thus, incorrect detection of the BI gives rise to subsequent decision errors for the RI. In Fig. 3, 2d1 represents the distance between two fictitious symbols, whereas 2d2 corresponds to the distance between two neighboring symbols within a subconstellation. By controlling the distance between d1 and d2 with a parameter λ = d2/d1 in the nonuniform signal constellation, we can change relative protection levels for two bit streams. When 0 < λ < 1/2, the BI bits are given a higher priority while the RI bits are applied with better protection for 1/2 < λ < 1, compared to the conventional 16QAM. If λ gets smaller, the performance of the BI improves at the expense of that of the RI. For λ = 0, the signal constellation becomes a uniform 4QAM with no RI. Also, for λ = 1/2, the signal constellation becomes a uniform 16QAM where both BI and RI exhibit the same priority.

B. Proposed Two Stage MLD Scheme

As will be shown in the simulation section, it turns out that the BI performance of the proposed EEP based on MMSE filtering is better than the performance of EEP based on MLD. This motivates us to consider the receiver structure which consists of the two stage MLD as shown in Fig. 4. In the first stage, we process the BI based on the MMSE filtering with low complexity.

Now we will illustrate a receiver based on MMSE filtering. To simplify the notation, we omit the subscript k for the rest of this section. Using the MMSE criterion, the equalizer matrix G is formulated to minimize the mean square errors of the vector e = x - Gy. Then, the equalization matrix G can be obtained by invoking the orthogonality principle. Thus, it follows

\[ E[ey^*] = E[(x - Gy)y^*] = 0. \]

First denoting \( \alpha = \frac{\sigma^2}{E} \), we obtain the equalizer matrix G as

\[ G = (H^H + \alpha I_n)^{-1} H. \]

Let the equalizer output be \( z_t = g_t H x + g_t n \), where \( g_t \) is the tth row of G, the tth element of the equalizer output is given as

\[ z_t = g_t h_t x_t + \sum_{i=1, i \neq t} g_i h_i x_i + g_t n = \beta x_t + \omega, \]

where \( \beta \) and \( \omega \) are defined as \( g_t h_t \) and \( \sum_{i=1, i \neq t} g_i h_i x_i + g_t n \), respectively. Since those terms in \( \omega \) are assumed to be independent of each other, the variance of \( \omega \) is computed as

\[ \sigma^2_w = \sum_{i=1, i \neq t} \|g_i h_i\|^2 E_x + \|g_t\|^2 \sigma^2_n. \]

After the biased term is properly scaled, the input of the unbiased demapper can be written as

\[ \hat{x}_t = z_t/\beta = x_t + v, \]

where v is the complex noise with variance \( \sigma^2_v = \sigma^2_w / \|\beta\|^2. \)

In what follows, we briefly describe the Log-Likelihood Ratio (LLR) computation [23] for soft bit information of BI bits. Let \( S_{BL}^i \) be a set of constellation symbols and denote \( x_{BI}^i \) as its element. We represent the ith bit of \( x_{BI}^i \) by \( b_{BI}^{i1} \) and define two mutually exclusive subsets of \( S_{BI}^i \) as \( S_{BL}^{i0} = \{ x_{BI}^{i0} | b_{BI}^{i1} = 0 \} \) and \( S_{BL}^{i1} = \{ x_{BI}^{i1} | b_{BI}^{i1} = 1 \} \) for \( i = 1, 2, \ldots, m_i \), where \( m_i \) is the number of BI bits. Note that \( |S_{BL}^i| \) is equal to the constellation size \( M \). Then, the LLR of \( b_{BI}^{i1} \) [23] can be represented by

\[ LLR(b_{BI}^{i1}) = \log \frac{\sum_{x_{BI}^{i1} \in S_{BL}^{i1}} \exp \left( -\left| x_{BI}^{i1} - \hat{x}_t \right|^2 / \sigma^2_w \right)}{\sum_{x_{BI}^{i0} \in S_{BL}^{i0}} \exp \left( -\left| x_{BI}^{i0} - \hat{x}_t \right|^2 / \sigma^2_w \right)}. \]
detected using ML. This indicates that the overall performance is mostly determined by the accuracy of the BI bit estimation. Thus, in order to improve the BI detection performance, we employ a decision feedback method [24] by using decoder outputs to enhance the accuracy of the BI estimates at the first stage. After the BI decisions obtained from the MMSE filtering are passed to the decoder, the decoded outputs are re-encoded. Note that the encoded bits can be obtained directly from the decoding trellis without any extra processing. Then, in the second stage, the MLD detects the RI bits in a smaller coset by utilizing the re-encoded BI bits.

Let us define $b_{RI}^{bi}$ $(i = 1, 2, \ldots, m_r)$ for RI similarly as in $b_{RI}^{bi}$, where $m_r$ represents the number of RI bits. Denote $S_{RI}^{d}$, $d = 1$ or 0, as a set of all symbol vectors with $b_{RI}^{bi} = d$. Here, the BI bits in a symbol vector $x \in S_{RI}^{d}$ are fixed with the decisions made from the first stage to reduce the search size. The number of elements in such a set is $2^{N_t m_r}$. Then, the LLR for RI is given as

$$LLR(b_{RI}^{bi}) = \log \frac{\sum_{x \in S_{RI}^{d=1}} \exp \left( -\frac{\|y - \sqrt{\frac{2}{\sigma_n^2}} H s\|^2}{\sigma_n^2} \right)}{\sum_{x \in S_{RI}^{d=0}} \exp \left( -\frac{\|y - \sqrt{\frac{2}{\sigma_n^2}} H s\|^2}{\sigma_n^2} \right)}.$$  

We summarize the proposed two stage MLD procedure as follows:
- In the first stage, the LLR values for the BI bits are computed using (2) based on the MMSE filtering.
- The computed LLR values for BI are passed to the decoder.
- The encoded BI bits transfer to the second stage for the MLD.
- In the second stage, by fixing the BI bits in the hierarchical signal mapping, the LLR values for the RI bits are computed with MLD.
- Finally, these LLR values are passed to the decoder for the RI bits.

For example, for the 16QAM case with $m_b = m_r = 2$, if the encoded BI bits correspond to 00, then we perform a local MLD for four symbols surrounding 00 in Fig. 3 to obtain the LLR values for RI. It should be pointed out that the computational complexity of the two stage MLD is mainly determined by the number of RI bits. Therefore, compared to the full ML detector, the proposed two stage MLD scheme can reduce the number of candidate search from $2^{N_t (m_b + m_r)}$ to $2^{N_t m_r}$.

### IV. GENERALIZED PAIRWISE ERROR PROBABILITY EVALUATION

In this section, we will evaluate the generalized pairwise error probability (PEP) of the proposed UEP scheme for MIMO-OFDM systems with nonuniform constellation for frequency selective block fading channels. Assuming that $x$ is transmitted, we have the average PEP [25] that ML chooses $\hat{x}$ over $x$ as

$$P \left( x \rightarrow \hat{x} \left| \{H_k\}_{k=1}^{N_c} \right. \right) = \sum_{k=1}^{N_c} \left( \frac{\sqrt{\sigma_n^2}}{\sqrt{E_k}} \right)^{2} \left( \frac{\|y_k - \sqrt{\frac{2}{\sigma_n^2}} H_k x_k\|^2}{\|y_k - \sqrt{\frac{2}{\sigma_n^2}} H_k \hat{x}_k\|^2} \right) I_0 \left( 0 \{H_k\}_{k=1}^{N_c} \right).$$

From now on, we will analyze the above PEP for BI and RI separately. In square constellations such as 16QAM, there exist symmetries between inphase and quadrature components. Therefore, in order to simplify the analysis, we consider one dimensional 4PAM nonuniform constellation [26] for either inphase or quadrature component of 16QAM. We denote $x_{BI}$ and $x_{RI}$ as the BI and the RI bits of transmitted sequence $x$, respectively.

Fig. 5 illustrates the 4PAM nonuniform constellation. As shown in Fig. 5(a), the 4PAM symbols are located at $-d_1 - d_2$, $-d_1 + d_2$, $d_1 - d_2$, and $d_1 + d_2$. In this constellation, the first bit in the symbol label represents $x_{BI}$, whereas the second bit denotes $x_{RI}$. In Fig. 5(b), the decision boundaries for $x_{BI}$ and $x_{RI}$ are shown. The average probability of error for nonuniform constellations in single-input single-output (SISO) systems is presented in [27]. To understand the nonuniform constellation property in Fig. 5, we first analyze the error probability for BI. For $x_{BI}$, the probability of error when symbol 10 is transmitted is given by $Q \left( \frac{d_1 + d_2}{\sigma_n} \right)$. Similarly, the error probability when symbol 11 is transmitted is obtained by $Q \left( \frac{d_1 - d_2}{\sigma_n} \right)$. Thus, the average bit error probability for BI is given by

$$\frac{1}{2} Q \left( \frac{d_1 + d_2}{\sigma_n} \right) + \frac{1}{2} Q \left( \frac{d_1 - d_2}{\sigma_n} \right).$$

As for the performance of RI, the bit error probabilities when symbols 10 and 11 are transmitted are given by $Q \left( \frac{2d_1 + d_2}{\sigma_n} \right)$ and $Q \left( \frac{d_1 + 2d_2}{\sigma_n} \right)$, respectively. Thus, the average bit error probability for RI is given by

$$Q \left( \frac{d_1 + d_2}{\sigma_n} \right) - \frac{1}{2} Q \left( \frac{2d_1 + d_2}{\sigma_n} \right) + \frac{1}{2} Q \left( \frac{2d_1 - d_2}{\sigma_n} \right).$$

Now, for the proposed MIMO systems, we consider the average PEP for BI that the ML choose $\hat{x}_{BI}$ over $x_{BI}$ as

$$P \left( x_{BI} \rightarrow \hat{x}_{BI} \left| \{H_k\}_{k=1}^{N_c} \right. \right) \leq \frac{E_k}{4N_t} \sum_{k=1}^{N_c} \|H_k e_k\|^2$$

where $E_k$ is the bit energy and $e_k = x_{BI} - \hat{x}_{BI}$.
In analyzing the above bound, we will take into account only the most-likely error events where \( e_k^{BL} \) contains at most one nonzero element at any \( k \), because the contribution from error events with more than two nonzero elements can be neglected for high SNR [28]. Thus, we consider the most-likely error events \( e_k^{BL} \), \( 2(d_1 + d_2)1_{\Delta}, 2(d_1 - d_2)1_{\Delta} \), and \( 2d_11_{\Delta} \) where \( 1_{\Delta} \) denotes a \( N_r \times 1 \) unit vector with one at the \( \Delta \)th position.

Now, we can consider the term \( \sum_{k=1}^{N_r} \|H_k e_k^{BL}\|^2 \) in (3). In order to compute this term, we denote the \( j \)th row of \( H_k \) as \( h_{j,k}' \). Then, from (1), \( h_{j,k}' \) can be expressed as

\[
h_{j,k}' = [\tilde{h}_{1,j}, \tilde{h}_{2,j}, \ldots, \tilde{h}_{N_r,j}] (w_k \otimes I_{N_r}) = \tilde{h}_{j} W_k
\]

where \( \tilde{h}_{1}, \tilde{h}_{2}, \ldots, \tilde{h}_{N_r} \) is a row vector of length \( LN_r \) and \( \otimes \) represents the Kronecker product. Note that the elements of \( \tilde{h}_{j} \) are uncorrelated with each other.

Denoting \( e_k^{BL} \) as \( c_k1_{\Delta} \) where \( c_k = 0, 2(d_1 \pm d_2) \), or \( 2d_1 \), we can express \( \sum_{k=1}^{N_r} \|H_k e_k^{BL}\|^2 \) as

\[
\sum_{k=1}^{N_r} \|H_k e_k^{BL}\|^2 = \sum_{k=1}^{N_r} \|h_{j,k}' e_{j,k}'\|^2 = \sum_{k=1}^{N_r} c_k^2 \sum_{j=1}^{N_r} \|\tilde{e}_{j,k}'\|^2
\]

where \( \tilde{e}_{j,k}' = W_k \tilde{h}_j \) and \( \tilde{e}_{j,k}' = e_{j,k}' \cdot (e_{j,k}')^* \).

As \( c_k \) can have three different nonzero values, we define \( S_1^{BL} \), \( S_2^{BL} \), and \( S_3^{BL} \) as groups of \( k \) at which \( c_k \) equals \( 2(d_1 + d_2) \), \( 2(d_1 - d_2) \), and \( 2d_1 \), respectively. Then, we arrange the above terms as

\[
\sum_{k=1}^{N_r} \|H_k e_k^{BL}\|^2 = \sum_{k \in S_1^{BL}} c_k^2 \sum_{j=1}^{N_r} \tilde{h}_j^* \tilde{H}_j^{BI} \tilde{h}_j + \sum_{k \in S_2^{BL}} c_k^2 \sum_{j=1}^{N_r} \tilde{h}_j^* \tilde{H}_j^{BI} \tilde{h}_j + \sum_{k \in S_3^{BL}} c_k^2 \sum_{j=1}^{N_r} \tilde{h}_j^* \tilde{H}_j^{BI} \tilde{h}_j
\]

\[
= 4(d_1 + d_2)^2 \sum_{j=1}^{N_r} \tilde{h}_j^* \tilde{H}_j^{BI} \tilde{h}_j + 4(d_1 - d_2)^2 \sum_{j=1}^{N_r} \tilde{h}_j^* \tilde{H}_j^{BI} \tilde{h}_j + 4d_1^2 \sum_{j=1}^{N_r} \tilde{h}_j^* \tilde{H}_j^{BI} \tilde{h}_j.
\]

Since \( \tilde{H}_j^{BI} \) is a nonnegative definite Hermitian matrix, we have eigen decomposition as \( \tilde{H}_j^{BI} = P_j \Lambda_j^{BI} P_j \), where \( P_j \) and \( \Lambda_j^{BI} \) denote unitary matrices and real diagonal matrices, respectively. Substituting this into (4), we now get

\[
\sum_{k=1}^{N_r} \|H_k e_k^{BL}\|^2 = 4(d_1 + d_2)^2 \sum_{j=1}^{N_r} \tilde{h}_j^* P_j^\dagger \Lambda_j^{BI} P_j \tilde{h}_j + 4(d_1 - d_2)^2 \sum_{j=1}^{N_r} \tilde{h}_j^* P_j^\dagger \Lambda_j^{BI} P_j \tilde{h}_j + 4d_1^2 \sum_{j=1}^{N_r} \tilde{h}_j^* P_j^\dagger \Lambda_j^{BI} P_j \tilde{h}_j.
\]

where \( \tilde{h}_{j,l} = P_j \tilde{h}_j \) represents the column vectors of length \( LN_r \).

Defining \( \lambda_j^{BI} \) as the \( i \)th eigenvalue of \( \Lambda_j^{BI} \), the above term becomes

\[
\sum_{k=1}^{N_r} \|H_k e_k^{BL}\|^2 = 4(d_1 + d_2)^2 \sum_{j=1}^{N_r} \sum_{i=1}^{L N_r} \lambda_i^{BI} |\hat{H}_{j,i}|^2 + 4(d_1 - d_2)^2 \sum_{j=1}^{N_r} \sum_{i=1}^{L N_r} \lambda_i^{BI} |\hat{H}_{j,i}|^2 + 4d_1^2 \sum_{j=1}^{N_r} \sum_{i=1}^{L N_r} \lambda_i^{BI} |\hat{H}_{j,i}|^2
\]

where \( \hat{H}_{j,i} \) denotes the \( i \)th element of \( \hat{H}_{j,l} \) (\( l = 1, 2, 3 \)).

Since \( P_j \) is unitary, \( |\hat{H}_{j,i}| \) is also independent and Rayleigh distributed. Therefore, substituting (5) into the bound (3) yields

\[
P(x^{BL} \rightarrow x^{BL}|H_k)^{N_r}_{=1} \leq \exp \left( -\frac{E_b}{N_0} (d_1 + d_2)^2 \sum_{j=1}^{L N_r} \sum_{i=1}^{N_r} \lambda_i^{BI} |\hat{H}_{j,i}|^2 \right) + \exp \left( -\frac{E_b}{N_0} (d_1 - d_2)^2 \sum_{j=1}^{L N_r} \sum_{i=1}^{N_r} \lambda_i^{BI} |\hat{H}_{j,i}|^2 \right) + \exp \left( -\frac{E_b}{N_0} d_1^2 \sum_{j=1}^{L N_r} \sum_{i=1}^{N_r} \lambda_i^{BI} |\hat{H}_{j,i}|^2 \right).
\]

To simplify the analysis, we now assume that \( \hat{H}_{j,i} \) has equal power for all \( i, j, \) and \( l \). Then, by averaging the above bound with respect to independent Rayleigh distribution of \( |\hat{H}_{j,i}| \), the probability of error bound for BI is finally obtained as

\[
P(x^{BL} \rightarrow x^{BL}) \leq \prod_{i=1}^{L N_r} \prod_{j=1}^{N_r} \frac{1}{1 + (d_1 + d_2)^2 \frac{E_b}{N_0} \lambda_i^{BI}} + \prod_{i=1}^{L N_r} \prod_{j=1}^{N_r} \frac{1}{1 + (d_1 - d_2)^2 \frac{E_b}{N_0} \lambda_i^{BI}} + \prod_{i=1}^{L N_r} \prod_{j=1}^{N_r} \frac{1}{1 + d_1^2 \frac{E_b}{N_0} \lambda_i^{BI}}.
\]
Next, we consider the average PEP for RI that the ML chooses $\hat{x}_{\text{RI}}$ over $x_{\text{RI}}$ as

$$P (x_{\text{RI}} \rightarrow \hat{x}_{\text{RI}} | \{H_k \}_{k=1}^{N_r}) \leq \exp \left( \frac{E_b}{4N_0} \sum_{k=1}^{N_r} \|H_k e_{k}\|_2^2 \right)$$

where $e_{k} = \hat{x}_{\text{RI}} - x_{\text{RI}}$.

Then, there are two possible error events $e_{k}^{\text{BI}}$: $2d_11_{\Delta}$ and $2d_21_{\Delta}$. Denoting $e_{k}^{\text{RI}} = c_k1_{\Delta}$ where $c_k = 2d_1$ or $2d_2$, we define $S_{k}^{\text{RI}}$ and $S_{k}^{2\text{RI}}$ as groups of $k$ at which $c_k$ equals $2d_1$ and $2d_2$, respectively. Then, $\hat{E}_{k}^{\text{RI}} (l = 1, 2)$ is defined similarly as in $\hat{E}_{k}^{\text{BI}}$. Denoting $x_{k}^{\text{RI}}$ as the $i$th eigenvalue of $E_{k}^{\text{RI}}$, we arrive at the following bound for RI

$$P (x_{\text{RI}} \rightarrow \hat{x}_{\text{RI}} | \{H_k \}_{k=1}^{N_r}) \leq \exp \left( \frac{E_b}{N_0} \sum_{i=1}^{N_r} \sum_{j=1}^{L_N} \lambda_{i,j}^{\text{RI}} \|H_{i,j}\|_2^2 \right)$$

$$+ \exp \left( \frac{E_b}{N_0} \sum_{i=1}^{N_r} \sum_{j=1}^{L_N} \lambda_{i,j}^{\text{RI}} \|H_{i,j}\|_2^2 \right)$$

Similarly as in the BI case, the PEP bound for RI is obtained as

$$P(x_{\text{BI}} \rightarrow \hat{x}_{\text{BI}}) \leq \prod_{i=1}^{R} \left( \frac{d_1 + d_2}{d_1 - d_2} \right)^2 \frac{E_b}{N_0} \lambda_{i,1}^{\text{BI}} \frac{N_r - R}{N_r} + \prod_{i=1}^{R} \left( \frac{d_1 - d_2}{d_1 + d_2} \right)^2 \frac{E_b}{N_0} \lambda_{i,2}^{\text{BI}} \frac{N_r - R}{N_r}$$

and

$$P(x_{\text{RI}} \rightarrow \hat{x}_{\text{RI}}) \leq \prod_{i=1}^{R} \left( \frac{d_1^2}{d_1^2 - d_2^2} \right)^2 \frac{E_b}{N_0} \lambda_{i,1}^{\text{RI}} \frac{N_r - R}{N_r} + \prod_{i=1}^{R} \left( \frac{d_2^2}{d_1^2 - d_2^2} \right)^2 \frac{E_b}{N_0} \lambda_{i,2}^{\text{RI}} \frac{N_r - R}{N_r}$$

For analytical conveniences, we assume that $\prod_{i=1}^{R} \lambda_{i,j}^{\text{RI}} \leq \lambda_{i,j}^{\text{BI}}$ and $\lambda_{i,j}^{\lambda_{\text{prod}}}$ for all $l$, respectively. Simulation results confirm that this approximation turns out to be valid, as the elements of $S_{k}^{\text{BI}}$ and $S_{k}^{\text{RI}}$ are equally distributed for most-likely error events. As a result of the approximation, the above bounds (7) and (8) reduce to

$$P (x_{\text{BI}} \rightarrow \hat{x}_{\text{BI}}) \leq \left( (d_1 + d_2)^{-2N_r} + (d_1 - d_2)^{-2N_r} + d_1^{-2N_r} \right) \left( \frac{E_b}{N_0} \right)^{-N_r} \lambda_{\text{prod}}$$

and

$$P (x_{\text{RI}} \rightarrow \hat{x}_{\text{RI}}) \leq \left( (d_1^2 + d_2^2)^{-2N_r} + (d_1^2 - d_2^2)^{-2N_r} + d_1^{-2N_r} \right) \left( \frac{E_b}{N_0} \right)^{-N_r} \lambda_{\text{prod}}$$

Now we analyze the diversity order of the proposed system. We see that the diversity order given by the above bound for BI and RI is determined by $RN_r$. We further examine the conditions on the rank $R$. Let us denote $L_e$ as the instances $1 \leq k \leq N_r$ such that $\hat{E}_{k}^{\text{BI}} = \hat{e}_{k}^{\text{BI}} (\hat{e}_{k}^{\text{BI}})^* \neq 0$ or $\hat{E}_{k}^{\text{RI}} = \hat{e}_{k}^{\text{RI}} (\hat{e}_{k}^{\text{RI}})^* \neq 0$. Note that $L_e$ is related to the effective length of the code [29]. Considering that $\hat{E}_{k}^{\text{BI}}$ and $\hat{E}_{k}^{\text{RI}}$ have rank one, we can show that the rank $R$ of $A_{\text{BI}}$ or $A_{\text{RI}}$ is obtained by $\min(L_e, L_{\text{NT}})$. Therefore, it can be seen here that the maximum achievable diversity order of this system for $L$ tap equal power fading channels is $\min(L_e, L_{\text{NT}})N_r$.

Next, we consider the coding gain in (9) and (10). For channels with large delay spreads, it should be noted that the slope change in BER curves due to additional antennas may not be as distinct as observed in flat fading channels [25]. In this case, optimizing the coding gain becomes more important in frequency selective channels. In general, $\lambda_{\text{BI}}^{\lambda_{\text{prod}}}$ and $\lambda_{\text{RI}}^{\lambda_{\text{prod}}}$ may be maximized by choosing an appropriate mapping and coding. One way of doing this is to increase the effective length of the code with an interleaver as suggested in [29]. Moreover, in order to improve the coding gain for BI and RI, we should optimize $d_1$ and $d_2$ in (9) and (10). As will be shown in the following simulation section, the error performance curves for BI and RI exhibit distinctive curve shapes in terms of $d_2$.

V. PERFORMANCE EVALUATION

In this section, we present simulation results to demonstrate the potential of our proposed UEP scheme and the two stage MLD over Rayleigh fading channels. A rate $\frac{1}{2}$ binary convolutional code with polynomials $(133, 171)$ in octal notation is used throughout the simulations. The OFDM modulation defined in the 802.11a standard with 64 point FFT is assumed. One OFDM symbol duration is set to $4 \mu s$ including the $0.8 \mu s$ guard interval. If not specified otherwise, a tap multipath channel with an exponentially decaying delay profile is used in the simulations. Also two transmit antennas and two receive antennas are employed. We consider a system where a BER of $10^{-2}$ for RI is acceptable.

In Figs. 6 and 7, we present the performance comparison with uniform signal constellations between the proposed UEP and the conventional EEP in terms of BER. With the UEP scheme, a lower BER can be obtained for the BI bits at the expense of a higher BER on the RI bits. In the 16QAM case shown in Fig. 6, the proposed UEP scheme assumes $m_b = m_r = 2$. For both cases of MMSE and MLD, the BI performance of the proposed UEP demonstrates more than a $3 \text{ dB}$ gain over the conventional EEP detector at a BER of $5 \times 10^{-5}$. Also the RI performance of the proposed UEP shows a $1 \text{ dB}$ loss over the conventional EEP detector at a BER of $10^{-3}$. The results of the 64QAM case in Fig. 7 are similar to those presented in the 16QAM case. In this case, the proposed UEP scheme can divide total information.
into either two ($K = 2, m_b = m_r = 3$) or three groups ($K = 3, m_b = m_m = m_r = 2$), where $m_m$ denotes the number of middle information (MI) bits. As can be seen in Fig. 7, the BI performance gain as well as the RI performance loss becomes greater when the information bits are divided by more than two groups. It should be noted that the RI performance is only 1 dB worse than the EEP case.

Now we will evaluate the PEP bounds of the BI and the RI bits derived in the previous section. Figs. 8 and 9 compare the bounds of the BI and RI error probabilities with actual simulations, respectively, for a 5 tap unit power channel profile with $d_1 = 2$. Figs. 8(a) and 9(a) plot the theoretical bound computed using the coding gain term in (9) and (10) for BI and RI. We can see that both plots change monotonically in terms of $d_2$ on the nonuniform signal constellation. Actually, simulation results presented in Figs. 8(b) and 9(b) show the similar pattern with the theoretical bound curves. These plots confirm that the performance bounds obtained in the previous section are quite accurate.

Also Fig. 10 illustrates the effect of $d_2$ on the BER of the overall information (OI) which is defined as all of the information bits. Here, the OI performance is obtained by averaging the BI and RI performance. We find that the OI performance is optimized with $1.2 < d_2 < 1.3$ for various SNR values.

Fig. 11 shows the BI, RI, and OI error performances of the UEP based on MLD with $d_2 = 1.25 \left( \frac{\lambda}{2} \right)$. In this plot, the OI performance gain of the UEP over the EEP case becomes 1.5 dB at a BER of $10^{-4}$.

Fig. 12 presents simulation results with nonuniform signal constellations for the 16QAM case with different $\lambda$ values. Here, the EEP assumes the uniform signal constellation. With increasing $\lambda$, the performance of the RI improves at the expense of the BI performance. Thus, $\lambda$ can be optimized depending on system requirements such as the required BER of BI and RI. For $\lambda = \frac{\lambda_{16QAM}}{2}$, the OI performance of UEP based on MMSE is about 1 dB better than the EEP at a BER of $10^{-3}$.

In Figs. 13 and 14, we show the performance of the proposed two stage MLD for the 16QAM and 64QAM cases, comparing with the conventional EEP receiver based on the MMSE and the full search MLD. For 16QAM, we assume $m_b = m_r = 2$. Both plots indicate that the performance gap between the proposed two stage MLD and the full MLD is very small. For the 64QAM
case shown in Fig. 14, we change the number of RI bits. In this plot, we observe that as the number of BI and RI bits increases, the performance of the proposed scheme gets closer to that of the full search MLD algorithm. For the case of \( m_b = 4 \) and \( m_r = 2 \), the full MLD requires a search of 4096 candidates, while the proposed two stage MLD needs to search only 16 candidates. Thus, we conclude that the proposed two stage MLD method approaches the optimum MLD performance with much reduced complexity.

VI. CONCLUSION

In this paper, a new UEP scheme has been proposed and simulated for MIMO-OFDM systems with hierarchical signal constellations. Numerical results have demonstrated that a significant performance improvement can be obtained with the proposed detector compared with the conventional EEP detector. We have analyzed the pairwise error probability of the proposed UEP scheme for OFDM system with multiple antennas. Based on the analysis, we can evaluate the diversity and coding gain of the proposed UEP scheme with the nonuniform signal constellation. We can also maximize the coding gain by optimizing \( \lambda \) in the nonuniform signal constellation.

In addition, we have proposed a two stage MLD to reduce the complexity. A low complexity receiver is designed by decoupling a full MLD into two stages. Although this paper focuses on 16QAM or 64QAM with two transmit antennas, it is straightforward to generalize to arbitrary signal constellations with different antenna configurations.
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